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systems to evaluate their strengths and limitations. Following 

this, the team focused on the design and development of 

SIGAWôs hardware components, which were characterized by 

modularity, multifunctionality, reconfigurability, ruggedness, 

reliability, and efficiency. Additionally, critical software 

components, including firmware, libraries, and a development 

interface, were developed to ensure the system's effectiveness.  

 

2.   Materials and methods 

This study used the experimental development research 

methodology, a systematic approach aimed at developing 

customizable hardware for early warning systems. The process 

involved designing and testing the hardware to evaluate its 

effectiveness and adaptability for various applications. This 

method was applied to explore and enhance potential 

innovations for disaster preparedness systems. 

 

2.1. Assessment of location 

The researchers used a structured methodology to identify 

the most suitable sites for system installation. The process began 

with defining the projectôs objectives, which emphasized 

disaster preparedness, sustainable energy, and enhanced 

communication capabilities. Four key criteria were established: 

susceptibility to tsunami events, availability of reliable global 

system for mobile (GSM) network coverage [4], presence of 

open spaces suitable for photovoltaic (PV) system charging [5], 

and accessibility of the installation sites. 

Solar isotropic generator of acoustic waves      

Tirso A. Ronquillo*, Albertson D. Amante, Gina R. Eje, Edcel Torralba, Albert Villena, John Vincent T. Vergara 

Batangas State University The National Engineering University, Batangas, Philippines 

1. Introduction 
Batangas State University, in collaboration with the 

Department of Science and Technology (DOST) Region 

4A, successfully deployed solar isotropic generator of 

acoustic waves (SIGAW) units in various municipalities 

across Quezon Province. This initiative was particularly 

significant due to Quezon's location along the eastern coast 

of Luzon, making it highly vulnerable to tsunamis generated 

in the Philippine Sea or the Pacific Ocean [1]. 

Quezon Province is classified as having a high tsunami 

hazard, with data indicating a greater than 40% probability 

of a potentially damaging tsunami occurring within the next 

50 years. The critical need for proactive disaster 

preparedness was emphasized by historical events such as 

the 8.9-magnitude earthquake that struck northeastern Japan 

on March 11, 2011. This event prompted the Philippine 

Institute of Volcanology and Seismology to raise the 

tsunami alert level for the eastern coastline, including 

Quezon, from Level 1 to Level 2, necessitating mandatory 

evacuations in coastal towns. Such incidents underscored 

the urgency of developing effective early warning systems 

for coastal communities [2,3]. 

The SIGAW project addressed this need through a 

different approach. The researchers began by gathering 

essential preliminary data specific to the implementation 

areas and benchmarking existing tsunami early warning 
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ABSTRACT 

The Philippines, located along the Pacific Ring of Fire and within the typhoon belt, is one of the most disaster-prone countries in 

the world. Its geographical vulnerability exposes the nation to recurring environmental challenges, posing significant threats to 

human lives, livelihoods, and critical infrastructure. Recognizing the urgent need for effective disaster preparedness, researchers 

developed an early warning system called solar isotropic generator of acoustic waves (SIGAW). The study introduced a solar-

powered early warning system that can be remotely triggered using global system for mobile (GSM) communication. 

Additionally, a customizable sensor input board was designed to adapt to the specific requirements of various communities. A 

complementary website for system monitoring was also developed as part of the project. The researchers employed a 

developmental research methodology to achieve the studyôs objectives. This approach involved designing and constructing the 

early warning device, developing the customizable sensor board, integrating GSM communication for remote operation, and 

creating the monitoring website. The studyôs key findings include the successful development and installation of SIGAW 

systems across several municipalities in Quezon Province, including Atimonan, Lopez, Gumaca, and Calauag. These systems 

were engineered to provide alarm functionality for multiple types of disasters. The customizable board was equipped with input 

pins compatible with both digital and analog output sensors, while the wireless triggering mechanism, powered by GSM, was 

tested for reliability.  
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 Data collection played a central role in the assessment. 

Field surveys were conducted to evaluate potential sites 

against the established criteria. These surveys were 

supplemented by consultations with local stakeholders, 

including community leaders and residents, to gather 

qualitative insights into local needs, challenges, and 

vulnerabilities. 

 

2.2. Design and development of the SIGAW hardware 

The development of the alarm system followed a 

structured methodology that included the design of a printed 

circuit board (PCB) and the fabrication of a stainless steel 

tower. The researchers began by identifying the system's core 

functionalities, which were divided into key modules: the 

power supply, microcontroller unit (MCU), GSM module, 

and relay output. 

 

Figure 1 shows the block diagram, which mapped the 

interconnections between the modules and served as a guide 

to ensure the effective integration of all components during 

the development process. 

Figure 1. Block diagram of interconnections of the SIGAW 

unit.  

 

2.2.1. Board development 

The researchers began the PCB design by creating 

individual circuits for each module using electronic design 

software [6], as shown in Figure 2. The power supply circuit 

was designed to convert a 12V DC input into a stable 5V DC 

output, utilizing components such as a voltage regulator and 

smoothing capacitors to ensure reliable operation.  

Figure 2. PCB design of the SIGAW board. 

 

The microcontroller was configured to interface with the 

GSM module and the relay output. The relay circuit was 

specifically designed to activate the siren and strobe lights, 

serving as the system's alarm mechanism.  

2.2.2. Tower mast development 

To ensure the structural integrity, durability, and 

functionality of the tower mast in outdoor environments, the 

design process began with the creation of a 3D model using 

Computer-aided design (CAD) software, as shown in Figure 

3. This allowed for precise visualization and dimensioning of 

the tower. The tower was designed to support three 50-watt 

solar panels, six 126 dBA sirens, and a waterproof enclosure 

to house the batteries and electronic components.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. 3D design of SIGAW tower mast. 

 

The design incorporated specific features to facilitate the 

integration of the systemôs components. Mounting brackets 

and frames were included to securely hold the three solar 

panels at an optimal angle for maximum solar energy capture. 

The six 126 dBA sirens were strategically arranged to ensure 

360-degree sound coverage and can be heard at a distance of 

500 m - 750 m. Cable conduits were added to protect the 

wiring and maintain a clean aesthetic. 

A waterproof enclosure was fabricated to house the 

batteries and electronic components, providing protection 

from water ingress and other environmental factors. The 

enclosure was equipped with seals and gaskets to maintain a 

watertight seal, and ventilation openings with filters were 

included to regulate temperature while preventing dust and 

moisture intrusion. 

 

2.3. Website development 

The development of the website for the SIGAW Early 

Warning System followed the Agile methodology. This 

approach allowed the team to work in iterative cycles, 

providing flexibility and enabling continuous improvement 

throughout the development process. Key features were 

developed incrementally through sprints, ensuring timely 

feedback and adaptation based on user input. Regular testing, 

reviews, and updates were conducted to ensure the system 

remained reliable and responsive to evolving project 

requirements [7].  

 

2.4. Performance validation 

The alarm system was tested to validate its performance, 

with a focus on its GSM-based triggering functionality and 

periodic status reporting. The testing methodology ensured 

that the system operated reliably under simulated real-world 

conditions. 
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The GSM-based triggering capability was tested by 

sending activation commands from a mobile device to the 

system [8]. Upon receiving the command, the systemôs 

response was observed, with immediate activation of the relay 

controlling the sirens and strobe lights. Multiple tests were 

conducted to ensure consistent and reliable triggering, 

confirming that the system responded promptly to commands, 

regardless of network conditions. 

To evaluate the periodic status reporting feature, the 

system was configured to send updates via GSM every three 

hours to a designated mobile device [9]. These updates 

provided critical information about the system's operational 

state, including power supply status and GSM connectivity. 

The messages were monitored to ensure they were received at 

the expected intervals and that their content accurately 

reflected the systemôs condition. 

During the testing phase, the system was monitored 

under varying environmental conditions to assess its stability 

and reliability. Any deviations from expected behavior, such 

as delays in triggering or missed status updates, were 

documented for analysis and system refinement. This testing 

methodology ensured that the alarm system met its 

requirements for GSM-based triggering and reliable three-

hour status reporting.  

 

3. Results and discussion 

 

This section presents the results of the SIGAW, an early 

warning system, focusing on its overall performance and 

effectiveness. The discussion interprets these findings, 

emphasizing their significance for disaster preparedness and 

the potential impact of the system. 

 

3.1. Preliminary data gathering on implementation area and 

benchmarking of related products for early warning 

The SIGAW project involved a series of activities to 

successfully implement the system. It began with a thorough 

examination of the proposed installation site to assess its 

viability. Following the site inspection, the SIGAW unit was 

installed as the central component. Several factors were 

considered in the process: (a) susceptibility to tsunami events, 

(b) selection of a suitable location near the local government 

unit (LGU) office to ensure access to an internet connection 

for server installation, and (c) the need for an open area to 

facilitate the charging of the solar power system. 

Table 1 presents preliminary data collected before the 

implementation of the SIGAW Atimonan unit installation in 

four different areas: Poblacion Zone IV Barangay Hall (A1), 

Villa Ibaba Barangay Hall (A2), Villa Ilaya Barangay Hall 

(A3), and the MDRRMO Atimonan Operation Center (A4). 

 

 

Table 1. Preliminary site assessment data for SIGAW 

Atimonan unit installation. 

Based on table 1, A4 stood out as the most feasible site 

for the SIGAW unit installation. This location satisfies all the 

necessary criteria: it is situated in an area at high risk of 

tsunami events, offers reliable cellular network reception, 

provides sufficient space for photovoltaic system charging, 

and is accessible for installation. These factors collectively 

suggest that A4 is the most appropriate and suitable site for 

the deployment of the SIGAW system within the municipality 

of Atimonan. 

 

Table 2 presents preliminary data collected before the 

implementation of the SIGAW Gumaca unit installation in 

four different locations: Rosario Barangay Hall (G1), Tabing 

Dagat Barangay Hall (G2), Camp Gen. Arsenio P. Natividad 

(G3), and the South Quezon Convention Center (G4). 

 

Based on the provided information, it is evident that the 

G4 (Table 2) emerges as the most feasible site for the SIGAW 

unit installation. This location satisfies all the necessary 

criteria:  it is situated in a community at high risk of tsunami 

events, offers reliable cellular network reception, provides 

adequate space for photovoltaic system charging, and is easily 

accessible for installation. These factors collectively suggest 

that G4 is the most appropriate and suitable site for the 

deployment of the SIGAW system in the municipality of 

Gumaca.  

 

Table 2. Preliminary site assessment data for SIGAW 

Gumaca unit installation.  

Considerations   A1 A2 A3 A4 

Community 

Prone to Tsunami 

events 

V V V V 

Access to good 

cellular network 

connection 

V V V V 

Open area to 

facilitate the  

charging of PV 

system 

V V V V 

Accessibility of 

the installation 

space 

   V 

Considerations   G1 G2 G3 G4 

Community Prone to 

Tsunami events  
V V V V 

Access to good  

cellular network con-

nection 

V  V V 

Open area to 

facilitate the charging 

of PV system 

V V V V 

Accessibility of the 

installation space 
   V 



 

  

Table 3 presents preliminary data collected before the 

implementation of the SIGAW Lopez unit installation in four 

different areas: Pansol Barangay Hall (L1), San Jose 

Barangay Hall (L2), Santa Teresa Barangay Hall (L3), and 

the Barangay Hondagua Health Center (L4). 

 

Table 3. Preliminary site assessment data for the SIGAW 

Lopez Unit installation.  

 

Based on the provided information, it is evident that L4 

(Table 3) stands out as the most feasible site for the SIGAW 

unit installation. This location satisfies all the necessary 

criteria:  it is situated in a community at high risk of tsunami 

events, has reliable cellular network connection, provides 

adequate space for photovoltaic system charging, and is easily 

accessible for installation. These factors collectively suggest 

that the Barangay Hondagua Health Center is the most 

appropriate and suitable site for deploying the SIGAW system 

within the municipality of Lopez. 

Table 4 presents preliminary data collected before the 

implementation of the SIGAW Calauag unit installation in 

four different locations: Lainglaingan Barangay Hall (C1), 

Tamis Barangay Hall (C2), Dapdap Barangay Hall (C3), and 

Sinag Barangay Hall (C4). 

 

Table 4. Preliminary site assessment data for the SIGAW 

Calauag unit installation.  

Based on the provided information, it is evident that the 

C4 (Table 4) is the most feasible site for the SIGAW unit 

installation. This location satisfies all the necessary criteria: it 

is situated in a community at high risk of tsunami events, has 

a reliable cellular network connection, provides an open area 

for photovoltaic system charging, and is accessible for 

installation. These factors collectively suggest that the Sinag 

Barangay Hall is the most appropriate and suitable site for 

deploying the SIGAW system within the municipality of 

Calauag. 

 

3.2. Design and development of hardware for the SIGAW 

with modularity, multifunctionality, reconfigurability, rugged 

design, reliability, and efficiency 

The process of designing and developing the SIGAW 

hardware, with a strong emphasis on modularity, multi-

functionality, reconfigurability, ruggedness, reliability, and 

efficiency, was outlined in several key stages. 

 

3.2.1. Board development 

The development process began with the critical task of 

designing the microcontroller board, which involved creating 

a circuit design using specialized software. Preliminary 

designs were also developed through traditional manual 

methods, such as manual etching. Additionally, alternative 

methods, such as PCB etching using a PCB printer, were 

explored, although concerns about its suitability for robust 

industrial applications were raised. 

To ensure high precision and quality, the PCB fabrication 

process was outsourced to a reputable company, which helped 

maintain rigorous standards and reliability. The design 

incorporated modular features, enhancing the boardôs 

functionality and versatility. This included the integration of 

various modules, such as temperature and humidity sensors, 

as well as GSM modules. The modularity enabled SIGAW to 

effectively adapt to diverse environmental conditions and 

communication requirements. 

As part of incorporating SIGAW's new features, 

modifications were made to the circuit board. These changes 

included a transition from Through-Hole Technology (THT) 

to Surface-Mount Device (SMD) components, improving the 

overall performance and design efficiency.  

The new microcontroller design, as shown in Figure 4, 

exhibits a remarkable level of adaptability in incorporating 

various sensors and communication modules. Specifically, it 

offers easy integration capabilities for sensors like the 

temperature and humidity sensor, which can be used to detect 

and monitor temperature and humidity inside the SIGAW 

unit. This flexibility enables the creation of innovative and 

customized solutions to meet specific requirements and 

leverage the full potential of SIGAW microcontroller-based 

systems. 

Figure 4. Modified SIGAWôs circuit board.  
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3.2.2. Tower mast development and installation 

The tower mast assembly played a key role in the 

hardware setup, facilitating the installation of the PV system, 

which was crucial for powering the SIGAW unit. In addition, 

an alarm system was integrated into the setup to alert users to 

potential tsunami events, thereby enhancing the system's 

reliability. 

The installation of the SIGAW units was carried out, 

with support from the recipient Local Government Units, as 

shown in Figure 5. Following the installation, the operations 

of the SIGAW units were tested to ensure that they would 

perform as expected in the event of a tsunami. 

Representatives from the Department of Science and 

Technology Region 4A were always present during these 

events to oversee the installation and testing procedures.  

Figure 5. Installed of SIGAW units at (a) A4, (b) G4, (c) L4, 

and (d) C4. 

 

3.3. Development of software composed of firmware and 

online interface 

Once the hardware components were designed and 

fabricated, the development of back-end programming 

became essential. This programming ensured that the 

hardware functioned correctly and was compatible with the 

various integrated modules. The primary focus was on 

optimizing hardware functionality and ensuring seamless 

compatibility across all components. 

SIGAW aimed to provide a solution that integrated 

firmware development with a monitoring interface. This 

combination allowed for the effective management of 

SIGAW operations, including the ability to view real-time 

data such as temperature, humidity, and battery levels. 

Figure 6 illustrates the SIGAW real-time online 

monitoring system. This system is designed to provide real-

time data updates regarding the prevailing temperature, 

humidity levels, and other statuses of the SIGAW units.  

Figure 6. Installation of SIGAW units.  

 

The front-end programming phase focuses on the 

development of the user interface, with the graphical user 

interface (GUI) being designed to offer users an intuitive 

platform for monitoring the SIGAW units. Users can access 

data from various sensors and communication modules, 

ensuring the system's efficiency and ease of use. 

 

3.4. System testing and calibration 

To ensure effective functionality, testing, and calibration 

were conducted. Table 5 presents a data set related to data 

transmission, with each row corresponding to a specific trial. 

Various parameters and measurements from these trials are 

recorded, including the trial number, data transmission speed 

in minutes, alarm state, humidity percentage, temperature in 

degrees Celsius, date, and time of measurement.  

The trial number, located in the first column, serves to 

distinguish and organize the individual sets of measurements, 

facilitating data tracking and analysis. In the "Speed (min)" 

column, the data transmission speed is consistently recorded 

at 180 and 181 min for all trials, demonstrating remarkable 

accuracy with the data transmission speed set via GSM 

transmission. This parameter indicates the rate at which data 

is transmitted during these tests. 
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The "Humidity (%)" column records varying humidity 

percentages, primarily ranging from 95.00% to 40.00%. 

Notably, Trial 4 exhibits a significantly higher humidity 

level, reaching 33.00%. 

Temperature measurements, recorded in the "Temperature 

(ÁC)" column, show some fluctuations but generally remain 

within the range of 30.80 ÁC to 44.60 ÁC. Trial 4 records the 

highest temperature, reaching 48.80 ÁC. 

The last two columns, "Date" and "Time," provide 

information on the date and time of each data collection. 

These records span from July 1, 2023, to July 4, 2023, and 

are documented down to the second. 

Table 5 presents a series of data transmission trials 

conducted over several days, primarily focused on assessing 

how variations in humidity and temperature may impact data 

transmission performance. Other parameters, such as data 

transmission speed, remain relatively consistent across the 

majority of the trials.  

 

4.   Conclusions  

The SIGAW Phase III for Quezon Province is a 

significant effort to strengthen disaster preparedness and 

enhance community resilience through the creation of the 

Wireless Integrated Solution for Emergency Response/

SIGAW early warning system. This initiative successfully 

achieved its main goal of developing a reliable tsunami               

early-warning system. By addressing its specific objectives, 

the study has made notable progress and produced innovative 

results. 

The project began with groundwork, including the 

collection of preliminary data from the designated 

implementation area. A benchmarking process was conducted 

to ensure that the SIGAW system would integrate effectively 

with existing tsunami early-warning technologies. This 

foundational phase provided a solid basis for informed 

decision-making and efficient project execution. 

The SIGAW system was designed and developed with a 

focus on modularity, multifunctionality, reconfigurability, 

rugged design, reliability, and efficiency. Strategic 

modifications, such as the transition to Surface Mount Device 

(SMD) components and adjustments to the circuit board, 

have improved the systemôs capabilities and adaptability, 

ensuring it meets future needs. 

In addition to hardware improvements, the development 

of SIGAW's software components, including its firmware and 

online system interface, has enhanced real-time monitoring 

and system management. The softwareôs ability to display 

key data such as temperature, humidity, and battery levels 

enables operators to make timely and informed decisions, 

further ensuring the systemôs overall reliability. 

Testing and calibration processes were conducted to 

confirm the optimal performance of the SIGAW system. 

These procedures ensured that the system is fully functional 

and ready to support critical operations during tsunami 

events. 
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Trial # Speed (min) Alarm State Humidity (%) Temperature (ÁC) Date Time 

1 

181 0 95 30.8 July 1, 2023 1:08:00 

181 0 71 37.9 July 1, 2023 4:09:00 

180 0 45 42.6 July 1, 2023 7:09:00 

181 0 48 41.6 July 1, 2023 10:10:00 

2 

180 0 44.5 44 July 2, 2023 10:14:00 

181 0 57 38.9 July 2, 2023 13:15:00 

181 0 78 34 July 2, 2023 16:16:00 

180 0 91 32.4 July 2, 2023 19:16:00 

3 

180 0 62 37.6 July 3, 2023 13:20:00 

181 0 74 35.1 July 3, 2023 19:21:00 

180 0 88 33.2 July 3, 2023 22:21:00 

181 0 95 32 July 3, 2023 1:22:00 

180 0 64 40.6 July 4, 2023 4:22:00 

4 
181 0 33 48.8 July 4, 2023 7:23:00 

181 0 31 44.6 July 4, 2023 10:24:00 

180 0 40 44.1 July 4, 2023 13:24:00 

Table 5. Data transmission testing. 
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The project also demonstrated a strong commitment to 

community engagement through training sessions and 

tsunami drills. Local participants were equipped with the 

necessary knowledge and skills to operate and maintain the 

SIGAW system. Through hands-on demonstrations and 

interactive discussions, participants gained a comprehensive 

understanding of the systemôs functions and its response to 

various tsunami scenarios. 

The completion of the development and installation of 

SIGAW Phase III for Quezon Province has contributed 

significantly to building infrastructure designed to safeguard 

communities and ensure their safety.  
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ABSTRACT 

This study examined factors affecting yield and profitability in kapeng barako coffee farming in Batangas, Philippines, focusing 

on the roles of farming practices, infrastructure, and farmer demographics. Using a mixed-methods approach with face-to-face 

interviews and farm visits, data were collected from 19 farmers across San Jose and Nasugbu, Batangas. Key variables included 

farmer experience, gender, farm size, production methods, and access to infrastructure such as warehousing and delivery 

facilities. Correlation analysis revealed that mixed-crop farming (r = 0.64), farming experience (r = 0.45), and infrastructure 

access (r = 0.75) positively influenced both yield and profitability of kapeng barako coffee in Batangas. Larger land areas 

correlated with higher yields (r = 0.53) but not profitability, suggesting that small farms (1-3 ha) with infrastructure access were 

more financially efficient. Gender was shown to have minimal correlation (-0.12) with production type, indicating equitable 

engagement across genders in farming practices. The study highlighted the significance of experience, land use, and 

infrastructure in enhancing kapeng barako farming profitability. Findings suggested that investment in facilities such as 

warehouses and support for younger farmers could boost sustainability in the region. Future research could explore these factors 

across broader areas to deepen understanding of the variables affecting kapeng barako production.  

 

Keywords: kapeng barako, farming practices, profitability, agricultural infrastructure, mixed-crop farming   
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rural economies of the Philippines, with Batangas serving as a 

key province for this unique coffee variety renowned for its 

bold flavor. However, smallholder farmers encounter 

significant challenges, including market volatility, inadequate 

infrastructure, and constraints in resource management. This 

study aims to explore how these diverse factors-including 

farmer characteristics, production methods, and access to 

facilities-affect yield and profitability, ultimately contributing 

to the enhancement of agricultural practices in the region. 

Farmer demographics are critical in influencing 

management decisions. Age and years of experience impact 

the adoption of innovative techniques and diversification 

practices. Older and more experienced farmers tend to have a 

better understanding of farming complexities and are more 

likely to implement advanced methods [2]. However, younger 

farmers, while potentially more open to adopting modern 

technologies, often lack the resources or access to credit 

needed to scale their operations [3]. Gender also plays a 

significant role in farming, as women are often involved in 

agricultural work but may have less access to land, training, 

and technology compared to men, resulting in disparities in 

productivity [4]. 

Farm size and production type further shape farming 

outcomes. Smallholder farmers often face limitations in terms 

of land area, which restricts their ability to diversify or adopt 

mixed farming practices. As noted by [5], farmers with larger 

1. Introduction 

Coffea liberica, commonly known as kapeng barako, is a 

tropical coffee species that thrives in warm, humid climates, 

typically found in lowland to lower montane rainforests or 

open scrubland. It is primarily cultivated at elevations 

between 400 and 600 m but can also grow well at altitudes up 

to 1,200 m. This species prefers climates with average 

temperatures ranging from 27 ÁC to 30 ÁC and requires annual 

rainfall of 1,500 to 2,500 mm for optimal growth [1]. 

Kapeng barako is a beloved beverage in the Philippines and is 

particularly renowned in the Batangas province, where its 

abundant production has made it a notable local product.  

Agricultural productivity is influenced by a multitude of 

factors, including farmer demographics, farm management 

practices, and land use strategies. Analyzing these variables 

can yield valuable insights for optimizing farming operations 

and promoting sustainability. In particular, understanding the 

dynamics of kapeng barako production in Batangas requires a 

close examination of how farmer characteristics-such as age, 

gender, and experience-interact with farm-related factors like 

land ownership and crop production techniques. This 

understanding is crucial for identifying opportunities for 

growth and improving agricultural outcomes. Coffee farming, 

especially the cultivation of kapeng barako, is vital to the 
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landholdings tend to have better opportunities for integrating 

crop and livestock production, leading to more sustainable 

agricultural systems. Diversified farms are better equipped to 

manage risks, improve soil health, and stabilize income 

streams, especially in volatile markets [6]. For kapeng barako 

farmers, due to low income from coffee farming and 

challenges such as climate change, many farmers are 

considering multi-cropping or abandoning coffee cultivation 

altogether, which depends heavily on land availability and 

market access [7]. 

Data-driven methods have transformed agricultural 

research by offering ways to analyze large datasets that 

capture multiple variables, including farmer demographics 

and production strategies. These analytical techniques allow 

for the identification of patterns and correlations that may not 

be obvious through traditional means [8]. By leveraging data 

on land ownership, crop production types, and demographic 

factors, researchers can better understand the factors that 

drive productivity and sustainability in farming systems. Such 

insights are particularly valuable in province like Batangas, 

where niche products like kapeng barako are both culturally 

significant and economically viable. 

This study analyzes the relationships between farmer 

demographics, farm practices, and production types in San 

Jose and Nasugbu, Batangas. By examining key variables 

such as age, experience, land area, and production strategies, 

this research provides insights into the factors that influence 

farming decisions and outcomes. The results of this analysis 

can help guide policymakers and agricultural stakeholders in 

developing targeted interventions to improve productivity and 

sustainability among kapeng barako farmers.  

 

2. Materials and methods 

 

2.1. Study design 

This study employed a qualitative-quantitative approach 

through face-to-face interviews and site visits with coffee 

farmers. The aim was to explore the dynamics between 

farmer characteristics, farm management practices, and 

production outcomes, particularly focusing on kapeng barako 

in San Jose and Nasugbu, Batangas. 

 

 2.2. Study sites 

The research was conducted in the municipalities of San 

Jose and Nasugbu in Batangas, known for their                          

coffee-growing communities. These areas were chosen due to 

their historical involvement in the production of 

kapeng barako. 

 

2.3. Data collection 

Data were collected from 19 farmers involved in either 

kapeng barako monoculture or mixed-crop production. The 

survey respondents were identified with the assistance of the 

Provincial Agricultural Office. However, the COVID-19 

pandemic posed significant challenges to the participant 

availability due to the implementation of quarantine 

measures, social distancing protocols, travel restrictions, and 

other related factors, which limited the sample size and 

presented a major research limitation. The data collection 

process involved two key activities: Face-to-Face interviews 

and farm visits. 

 

2.3.1. Face-to-face interviews 

Interviews were conducted with individual farmers to 

collect personal and farm-related information. These 

interviews provided qualitative insights into farming 

experiences, challenges, and practices. The survey 

instruments were developed in collaboration with partner 

universities under the Building Research and Innovation 

Developmental Goals for Engineering SUCs (BRIDGES) 

program, including Cavite State University (CvSU), Central 

Mindanao University (CMU), Eastern Samar State University 

(ESSU), Laguna State Polytechnic University (LSPU), 

Mindoro State University (MinSU), Romblon State 

University (RSU), and Tarlac Agricultural University (TAU).  

 

2.3.2. Farm visits 

Site visits were conducted to observe farm conditions 

and validate the reported farming practices, infrastructure, 

and resources. These visits also allowed the researchers to 

engage with farmers directly in their work environment.  

 

2.4. Dataset description 

The collected dataset included both personal and                 

farm-level variables. These variables were classified as 

follows: 

 

2.4.1. Farmer information 

The structured survey gathered demographic and 

experience-related information about the farmers. 

Specifically, it inquired about the farmer's age, years of 

farming experience, and gender. Three categories were used 

to classify farming experience: novice (0ï5 years), 

intermediate (6ï15 years), and veteran (16+ years).  

 

2.4.2. Farm information 

Detailed farm information which includes land area, 

production type, and access to facilities was collected. The 

survey contained particular questions that distinguish the land 

area between owned and rented, the production type which 

differs between farms that produce only kapeng barako and 

those that produce a variety of crops. On the other hand, 

questions used to assess access to facilities were focused on 

the availability of essential infrastructure, such as delivery 

trucks and warehouses.  

 

2.4.3. Production outcome 

The survey meticulously gathered data on the production 

outcomes of farms, focusing on kapeng barako yield and 

profitability status over the five years from 2017 to 2021. 

Crop yield is a common metric that measures the amount 

of agricultural production harvested per unit of land area. 

Profitability, on the other hand, refers to the difference 

between the value of the farm goods produced and the costs 

incurred in utilizing the resources required for their 

production.  
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2.5. Data analysis 

A correlation matrix was generated to identify potential 

relationships between the collected variables. The strength 

and direction of associations were measured using the 

Pearson correlation coefficient. This statistical method was 

chosen due to its effectiveness in assessing linear 

relationships between numerical and categorical variables, 

such as the impact of farming experience on productivity or 

land ownership on profitability.  

All analyses were performed using appropriate statistical 

software, ensuring the accuracy and reliability of the results.  

 

3. Results and discussion 

The dataset of kapeng barako farmers in San Jose and 

Nasugbu, Batangas, reveals key trends in farmer 

demographics, experience levels, land use, yield production, 

profitability, and infrastructure influence. The sample consists 

of 19 farmers, mostly male, aged 33 to 77. Most are classified 

as Veteran farmers with over 15 years of experience, 

indicating that kapeng barako farming has a high retention 

rate among experienced individuals. This experience 

distribution suggests a need for targeted support for younger 

farmers to ensure the sustainability of kapeng barako 

cultivation in the region. Additionally, mixed production was 

the standard among these farmers, where they combined 

kapeng barako with other agricultural products, likely as a 

risk mitigation strategy against market and crop fluctuations. 

The scatter plot shown in Figure 1 depicts the 

relationship between farmer age and kapeng barako yield 

production, with data points color-coded by production type. 

The color gradient on the right distinguishes between two 

production types: red for kapeng barako-only (coded as "0") 

and blue for mixed production (coded as "1"). 

Figure 1. Farmer age vs production yield (Colored by 

production type).  

 

From the plot, there is no clear trend between farmer age 

and yield production. High yields (above 4000 kg) are 

observed across various age groups, particularly among 

farmers in their 40s and 60s, suggesting that age alone may 

not be a significant factor in determining yield. Most farmers 

represented in the dataset produce kapeng barako-only (red 

points), with only a few instances of mixed production (blue 

points). The mixed production points do not show a 

noticeable difference in yield compared to kapeng barako-

only production. The plot suggests that farmer age does not 

have a strong influence on kapeng barako yield, as high and 

low yields are observed across different age groups and 

production types. This implies that factors other than farmer 

age, such as farming techniques, land management, or 

environmental conditions, may play a more substantial role in 

determining yield. 

Figure 2, displays the relationship between the total land 

area (in ha) used for kapeng barako cultivation and the 

resulting yield production (in kg), with profitability indicated 

by color. The color gradient on the right ranges from purple 

(indicating non-profitable, or "0") to yellow (indicating 

profitable, or "1"). 

Figure 2. Total land area vs yield production and profitability  

(2017-2021; Colored by profitability). 

 

From the graph, it is evident that most of the profitable 

data points (yellow) are clustered in the lower land area range, 

primarily between 1 and 3 ha, with some high-yield outliers 

achieving up to 7000 kg. In contrast, data points representing 

larger land areas (above 5 ha) tend to have lower yields and 

are mostly non-profitable (purple). This suggests that higher 

yields and profitability are more likely to occur within smaller 

land areas, while larger land areas are associated with lower 

yields and reduced profitability. 

Crop yield is a standard measurement of the amount of 

agricultural production harvested per unit of land area. 

Profitability is the difference between the value of farm goods 

produced and the cost of the resources used in the production 

of those farm goods. Figure 3 indicates the relationship 

between warehouse facilities and profitability. Farms with 

warehouse facilities appear more likely to be profitable, 

showing that infrastructure may positively impact economic 

outcomes. On the other hand, Figure 4 shows the average 

yield by experience category (Novice, Intermediate, Veteran). 

Veteran farmers have slightly lower average yields, possibly 

due to factors other than experience alone, suggesting that 

other resources or practices could be impacting yield. 
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Figure 3. Profitability of the farms (2017-2021) vs facility 

warehouse.  

Figure 4. Average yield production vs farmers' years of 

experience. 
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The correlation heatmap (Figure 5) visually maps the 

strength and direction of associations between various factors 

and kapeng barako production outcomes, revealing insights 

into the relationships affecting yield and profitability.  

The analysis of various factors influencing profitability 

in kapeng barako farming from 2017 to 2021 reveals several 

significant correlations. The yield of kapeng barako exhibits 

a strong positive correlation with profitability (r = 0.64), 

indicating that farms producing higher quantities of this 

coffee are more likely to experience profitable outcomes. 

Additionally, the correlation between years of farming 

experience and profitability is also notable (r = 0.63), 

suggesting that farmers with greater experience, particularly 

veterans, tend to manage more profitable operations. 

Figure 5. Correlation heatmap of farmer data of San Jose and Nasugbu, Batangas.  
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Furthermore, there is a moderate positive correlation                    

(r = 0.54) between the type of production, specifically mixed-

crop production, and access to facility warehouses, implying 

that such farms are more likely to benefit from additional 

storage capabilities. In contrast, the relationship between land 

area and profitability is moderately negative (r = -0.45), 

indicating that larger farms do not necessarily translate to 

higher profits. Similarly, a strong negative correlation                   

(r = -0.60) exists between the availability of dedicated 

delivery vehicles and access to independent facility 

warehouses, suggesting that farmers relying on delivery 

vehicles may be less likely to have their storage facilities. 

Finally, a positive correlation (r = 0.40) between 

kapeng barako yield and farmer experience reinforces the 

notion that more seasoned farmers are likely to achieve higher 

yields in their production efforts. These findings highlight the 

complex interplay of experience, yield, and farm management 

practices in determining profitability in the kapeng barako 

industry. 

The linear regression analysis of profitability relative to 

age, gender, and experience resulted in a mean squared error 

(MSE) of 0.120, reflecting the model's prediction error. The 

correlation coefficient (RĮ) value was 0.444, indicating that 

44.4% of the variance in profitability can be explained by the 

predictors: age, gender, and experience. The estimated 

regression coefficients were as follows: Gender (-0.312), Age 

(0.005), Experience Categories (0.393), and an intercept of -

0.180. These coefficients are represented in the regression 

equation: 

 

Profitability = -0.312 Ĭ Gender + 0.005 Ĭ Age + 

0.393 Ĭ Experience Categories - 0.180. 

 

The equation reveals that Experience Categories have a 

positive impact on profitability, while Gender has a negative 

contribution, and Age shows a marginal positive influence. 

The coefficient for Gender (-0.312) suggests that individuals 

with Gender = 1 (e.g., Female) are, on average, 0.312 units 

less likely to be profitable compared to those with Gender = 0 

(e.g., Male), after controlling for other variables. This implies 

a potential negative relationship between Gender and 

profitability. However, the absolute value of the Gender 

coefficient is smaller than that for Experience Categories 

(0.393), indicating that Experience Categories have a stronger 

influence on profitability than Gender. In contrast, the 

coefficient for Age (0.005) is much smaller, highlighting its 

minimal direct effect on profitability relative to Gender and 

Experience Categories. 

 

4. Conclusions  

This study explores the factors influencing 

kapeng barako production in San Jose and Nasugbu, 

Batangas, particularly focusing on the relationships between 

farmer demographics, farm management practices, and 

production outcomes. The results reveal significant 

correlations between variables such as farming experience, 

land area, infrastructure, and profitability, offering valuable 

insights into how these factors affect yield and economic 

outcomes in kapeng barako farming.  

The findings suggest that experienced farmers are more 

likely to have profitable operations, indicating the importance 

of experience in optimizing farming practices. Interestingly, 

larger land areas were not associated with higher profitability, 

and in some cases, smaller farms with better management and 

infrastructure (such as access to warehouse facilities) yielded 

better economic results. This highlights the potential for 

optimizing farm size and infrastructure to improve 

profitability, especially for smallholder farmers. Additionally, 

the study points to a need for targeted support for younger 

and female farmers who may face barriers to accessing 

resources, training, and technology, thereby limiting their 

productivity and profitability. 

From a practical standpoint, the study underscores the 

importance of providing better access to infrastructure, such 

as warehouses and delivery vehicles, which can significantly 

enhance the profitability of kapeng barako farms. 

Policymakers should consider initiatives that promote the 

efficient use of land, access to modern technologies, and 

capacity-building for younger and female farmers. 

Furthermore, integrating mixed-crop production systems with 

coffee farming could serve as a risk mitigation strategy, 

providing farmers with more stable income streams and 

improving overall sustainability. 

For stakeholders in the agricultural sector, including 

government agencies and agricultural support organizations, 

the findings suggest that investments in infrastructure, farmer 

training programs, and access to financing for young and 

female farmers can play a crucial role in improving the 

economic outcomes of kapeng barako farming in Batangas. 

By addressing the specific needs of different farmer 

demographics and promoting sustainable farming practices, 

the industry can strengthen its resilience and ensure long-term 

success in the face of market and environmental challenges.  
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ABSTRACT 
The study aimed to design and develop a Wireless Sensor Node (WSN) to monitor vibration data in buildings. The goal was to 

create an affordable tool that aligns with the Department of Public Works and Highways efforts to track building conditions 

before, during, and after earthquakes. It also supports the Building Research and Innovation Development Goals for Engineering 

SUCs, which fosters collaboration among engineering state universities and colleges across the Philippines to address 

community challenges through research. The WSN includes essential features like data collection, verification, processing, and 

cloud storage. The system consists of an accelerometer sensor, a microcontroller, and an uninterruptible power supply for 

consistent operation. The sensor gathers acceleration data in the time domain, which is then converted to the frequency domain 

using the Fast Fourier Transform for easier analysis. To implement the system, the WSN was deployed in a building to collect 

baseline vibration data, which was used to set thresholds for the sensor's algorithms. Initial tests showed that the WSN 

successfully measured building vibrations, and the data was securely stored in the cloud, where it could be accessed through a 

website. This study set the foundation for future improvements and wider use of this technology.  

 

Keywords: wireless sensor, earthquake, accelerometer, MEMS, cloud   
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Development of a wireless sensor node as an earthquake monitoring system                          

for buildings 
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during, and after the earthquake is needed. Thus, the idea of 

monitoring earthquake after-effects on a building emerged. 

Monitoring of earthquake shaking in a building could be 

a key to rising building style. To enhance the stable 

performance of buildings and infrastructure, engineers want a 

much better understanding of the existing structure to respond 

to severe shaking. Moreover, the recordings of strong shaking 

in buildings allow engineers to understand how the 

earthquake damage progresses. Also, the assessment of 

earthquake-resistant design techniques enhances seismic 

performance prediction, which can be used in upgrading 

building codes' seismic safety requirements and enabling well

-informed safety decisions for building re-occupancy [2]. 

Consequently, an effective health monitoring technique is 

needed to assess the condition and damage of these structures 

during their service life so that economic and human life loss 

can be avoided.  

With the idea about earthquake after-effects, one of our 

government agencies, Department of Public Works and 

Highways (DPWH), whose main objective is to ensure the 

safety of public and private infrastructures, imposed a 

memorandum circular no. 1 series of 2015 which intends to 

inform infrastructure owners of the guidelines and 

implementing rules on Earthquake Recording Instrument 

(ERI) for buildings. This memorandum is in the provision of 

section 102 of the National Building Code of the Philippines, 

otherwise known as PD 1096. Under the principles of sound 

environmental management and control, this presidential 

decree declares the stateôs policy to protect life, health, 

property, and public welfare. To this end, this code aims to 

give all buildings and structures a set of minimum standards 

1. Introduction 

Many natural disasters can happen in every part of the 

world. Some of these disasters are storms, volcanic eruptions, 

tornadoes, wildfires, earthquakes, and many more. All these 

natural disasters can cause thousands, or in some cases 

millions and billions, in damagesðnot only in terms of lives 

lost, but also in the worth of infrastructures. On the good part, 

some of these natural disasters can be seen coming. Like 

storms and volcanic eruptions, there are some indications that 

something is going to happen. With the advancement of 

technology, some of the things about the disaster can be 

predicted. When a storm is anticipated to enter our area of 

responsibility, there are government agencies that track and 

project the path and the intensity of the storms which can alert 

and issue a signal level on a certain part of the country. On 

the other hand, some calamities are unpredictable which 

makes it more destructive. One example of these natural 

disasters that can happen without any signs or indication is an 

earthquake.  

An earthquake is any sudden shaking of the ground 

caused by the passage of seismic waves through the Earthôs 

rocks [1]. There are many records of the occurrence of these 

natural calamities and evidently, they claimed thousands of 

lives and caused harm to some monumental property. Natural 

calamities are harmful during the time of their occurrence but 

unlike other natural occurring disasters, earthquake after-

effects are more dangerous and destructive. To come up with 

a solution to these problems, data about the building before, 
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and requirements to regulate and control their location, size, 

design, quality of materials, construction, use, occupancy, 

and maintenance similar to [3]. Consequently, based on the 

memorandum, the National Structural Code of the Philippines 

(NSCP 2010) states that every building in seismic zone 4 that 

is more than fifty 50 m high must have at least three approved 

recording accelerographs unless the building official waives 

this requirement and comparable with the study of [4]. It also 

says that the Philippines must have its earthquake baseline 

data for validating the seismic design parameters used during 

any future structural design [5]. These baseline data will be 

used to improve the awareness of potential damage and 

behavior of the building during earthquakes and for future 

earthquakes. In accordance also to the memorandum, the 

device/instrument for building vibration monitoring is 

required to immediately transmit data if there will be an 

occurrence of a magnitude 6 earthquake or greater. The 

placement and number of sensors are also discussed in the 

guidelines. A sensor node is needed when the building has a 

height of less than 50 m, on the other hand, three sensor 

nodes must be placed each on the top floor, middle floor, and 

top floor of a building greater than 50 m. 

Attuned to the objectives of the DPWH in monitoring the 

conditions of buildings especially those that are government-

owned, the development of a wireless sensor node for 

earthquake monitoring was made. The wireless sensor node 

has a sensor that measures vibration and seismic observation 

on buildings. It also has a microcontroller that gathers, 

processes, and sends data to the database. The data that the 

node gathers undergoes a Fast Fourier Transform (FFT) to 

convert time domain data into frequency domain data. After 

the conversion, the raw and converted data will then be sent 

and stored on a cloud database. After the data is stored in the 

database a website is built to fetch the data stored and present 

the data in tabular and graphical form.  

 

2. Materials and methods 

 

2.1. Wireless sensor node architecture  

In developing a wireless sensor node, some parameters 

are needed to be considered. All these parameters are listed 

on the DPWH specification and guidelines on earthquake 

monitoring instruments. The architecture of the wireless 

sensor node is shown in Figure 1. The sensor node developed 

is composed of three parts, the sensor, the power supply unit, 

and the microcontroller. The sensor gets the vibration data on 

the environment by placing it in contact with the flooring of a 

building. Next is the microcontroller, the brain and heart of 

the system, which receives the data that the sensor reads. If it 

passes a given threshold, the data is then pre-processed by the 

microcontroller. Lastly, it will be transmitted to the database 

through a wireless network for the storing of data. The power 

supply unit is a key component of the wireless sensor node as 

it is the one that supplies the power to the microcontroller 

which also powers up the sensor. Another part of the node 

that is detached from the actual device is the database which 

is discussed at the whole system architecture.  

 

Figure 1. Wireless sensor node architecture.  

 

2.2. System architecture 

In the whole system architecture (Figure 2), the research 

showed how the data flowed on the system from the data on 

the surroundings to the graphical and tabular representation 

of data. First, the data gathering, data checking, and data 

processing happened at the wireless sensor node. Two nodes 

were placed in a five-story building, one of the nodes read 

data from the ground floor of the building, and the other one 

was placed at the top floor. The data that the node gathered, 

checked, and processed was transmitted to a cloud database 

through a wireless network. The wireless network used as a 

medium of transmission is Wireless Fidelity, commonly 

known as Wi-Fi. The data transmitted were stored in cloud 

storage. The raw data and the preprocessed data were stored 

in different storage. For the viewing of data, a simple website 

was made where the client was able to view the specific data 

in a tabular or a graphical presentation. 

Figure 2. System architecture. 

 

2.3. Components parameters and specification 

Once the problem was identified, the next step involved 

developing a solution and determining the necessary 

parameters and specifications. In this case, the proposed 

solution was a wireless sensor node for measuring building 

vibration data, necessitating a comprehensive study of 

wireless sensor nodes, building structures, and seismic 

activity. Key considerations included selecting appropriate 

sensors and microcontrollers, defining sensor parameters, and 

specifying microcontroller requirements. Additionally, the 

sensor node adhered to DPWH specifications and guidelines 

for earthquake instrumentation in buildings.  

 

2.4. Design and development 

Material selection was the next important part of 
determining the required specifications of the sensor node. 
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The selection of components was broken down into different 
sections. The accelerometer, which is the main sensor, the 
power supply to be used, the microcontroller, which is the 
brain of the system, the data storage to be used, and the 
software development for hosting the website. All of these 
factors were considered during the design and were discussed 
in the results. 

 
2.5. Hardware testing 
The testing of the whole hardware which consisted of the 

sensor, microcontroller, and the power source was conducted 
while individual parts were tested for its functionality. It 
helped for easier troubleshooting if problems would be 
encountered. The three components were then combined to 
check their functionality. The sensors were the ones gathering 
the data dictated by the microcontroller. The microcontroller 
is the brain of the whole system, which is driven by the power 
supply unit. The parameters checked were the measuring 
capability of the nodes and the transmission capability. Also, 
ensuring that the transmitted data were received properly was 
tested. Troubleshooting included checking the connection of 
each component. 

 
2.6. Final testing of sensor node 
The integration of the software and hardware was done 

and tested. This was to ensure that no problems would be 
encountered. The sensing of the sensor was checked first then 
the filter capability of the measurement data was checked. 
The next part tested was the conversion from the time domain 
to the frequency domain and its transmission to the cloud 
server for the storage of the data.  

 

3. Results and discussion 
 
3.1. Conduct an inventory of infrastructure facilities with the 
State Universities and Colleges (SUCs) 
Surveying the number of the infrastructure was the first 

topic of the meeting with the partner SUCs. The application 
of sensor modes was implemented on the said infrastructures. 
According to the DPWH memorandum, the number of sensor 
nodes installed in a certain building was based on how many 
floors it has. It will be the basis of the number of nodes to be 
developed along with the partner SUCs. 
According to the meeting with the partner SUCs, their 

buildings have a maximum height of four floors only. As 
agreed, the Science, Technology, Engineering, and 
Environmental Research (STEER) Hub building, having six 
floors, was used for testing the sensor node while the partner 
SUCs were required to make at least one sensor node. 

 
3.2. Design and development of sensor nodes 
Since the research was attuned to the DPWH 

memorandum, the fabricated sensor node followed the 
DPWH specification and guidelines about earthquake 
instrumentation on buildings. Table 1 shows the parameters to 
follow in building the wireless sensor node and the 
specifications given by the DPWH. 

 
Table 1. Parameters and specifications of the wireless              
sensor node. 

For the data acquisition, the parameters to be considered 

were the sensitivity of the sensor which determined how 

sensitive the sensors were in detecting small movements or 

vibrations on the building, the size of the AD converter which 

determined the accuracy of the data acquired by the sensor, 

the number of axes the sensor can read, the sampling rate or 

the number of samples the sensor and microcontroller read 

every second and lastly, the frequency of the node to read 

data of its surrounding. Other parameters to be considered 

were the connectivity of the node in getting and viewing the 

data, the power supply of the node, and the environment 

where the node was implemented. For the specification, it 

followed the DPWH guidelines which are, a sensitivity of 2 g 

where g is the gravitational force, an analog and digital 

converter with 16-bit resolution, can read 3 axes, the x, y, and 

z-axis, a sampling rate of 100 samples per seconds and can 

continuously read data. For the other parameters such as 

connectivity, the DPWH guidelines suggested that it can 

communicate wirelessly, for power it must be battery 

powered device that is maintained by a charger, has storage 

for storing data, and lastly, it must be rated as IP 67. 

 

3.3. Components and devices 

 

3.3.1. Sensor 

One of the most important parts of a wireless sensor node 

was the sensor to be used. Many sensors can be used in 

detecting and recording earthquake data while some of these 

sensors that were considered were the velocity sensor, 

acceleration sensor, seismic, and vibration sensor. Velocity 

sensors are high-frequency geophones that can record                  

low-frequency signals that shake around 5 Hz or faster. They 

are often buried under the ground to record vibration. For the 

seismic and vibration sensors, there are high-grade sensors 

mainly applied to those big fuel plants and factory equipment. 

One of the disadvantages of seismic and vibration sensors is 

its price. Lastly, one of the widely used sensors in detecting 

vibration is the accelerometer sensor. This sensor can be seen 

on our mobile devices, the accelerometer is typically available 

with a (+/-) 2 g maximum range it is also sensitive to low 

amplitude low-frequency signals. One good thing about 

accelerometer sensors is that they are usually made from               

low-cost electronic chips but are good for their seismic 

applications. Given the sensor that can be used in measuring 

vibration on a building, an accelerometer sensor was selected 

to be used in the project. Some of the advantages of the 

accelerometer against the two other sensors mentioned above 

were the number of available sensors locally, its cost, and the 

number of support that can be received in interfacing the 

sensor to the microcontroller. 

 

3.3.2. Accelerometer sensor 

After choosing the accelerometer sensor to be used in the 

project, the different accelerometer sensors available in the 

local market were listed according to specific criteria. The 

sensitivity of the sensor, the analog-to-digital converter, the 

number of axes it can read, the way of communication with 

the microprocessor, and the capacity to sample 100 data per 

second were considered. Table 2 shows the list of 

accelerometers considered in making the project. 

 

 

Data Acquisition Parameters  Miscellaneous Parameters  

Sensitivity 2g Connectivity Wireless 

Analog to 
Digital Converter 

16 bits Power Battery  
maintained by 
charger 

Axis 3 axis Storage Memory card 

Sampling Rate 100 samples 
per second 

Environment IP 67 

Recording Continuous 
reading of data  
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After listing different available accelerometer sensors, 

the minimum requirement for the sensor needs according to 

the specification given by the DPWH was set and the 

applicable sensor to be used in the project was selected. The 

first criterion considered was the number of axes the sensor 

read, and since all the sensors listed passed the minimum 

requirement the next thing considered was the sensitivity of 

the sensor, and for the sensitivity only three sensors passed 

the given minimum requirement. Given that three sensors 

passed the requirement for the sensitivity, the analog-to-

digital converter was checked wherein only one sensor passed 

the given minimum requirement and that is the MPU 9250. 

Given the specifications listed in Table 2, it was then decided 

to use MPU 9250 since it satisfied the given minimum 

requirement.  

 

3.3.3. Microcontroller 

Another important part of a wireless sensor node is the 

microcontroller. It stores and executes the algorithm of the 

wireless sensor node. Everything that the wireless sensor 

node does is centered at the microcontroller whether it is 

reading data using the sensor, processing data, or sending data 

to the main database. One of the important parameters that 

need to be considered in choosing the microcontroller is the 

type of connectivity it has. Since the device that needs to be 

achieved must have wireless connectivity, the focus was on 

searching for a microcontroller with a built-in Wi-Fi module. 

The listed microcontroller then was compared based on its 

processing speed, size of the memory, and capability to 

continuously read data over a long period. The processing 

speed and RAM were directly connected to the capability of 

the node to sample data according to the sampling rate. The 

size of the ROM was connected to the capability of the node 

to store data when needed, and lastly, the capability of the 

node to continuously sample data over a long period. 

After listing and comparing all the microcontrollers that 

can be used in the project shown in Table 3, the 

microcontroller with the highest specification in the given 

requirement criteria was chosen. Raspberry Pi 4 is the 

microcontroller that has the fastest processing speed and 

bigger variations of RAM size. Raspberry Pi 4 also has the 

biggest applicable memory storage and is capable of 

recording data continuously over a long time.  

 

Table 3. Comparison of different microcontrollers.  

3.3.4. Data storage 

For the data storage, the option was between building 

their physical storage or paying for a subscription to cloud 

storage. In choosing, the advantages and disadvantages of 

using a physical server or using cloud storage in storing the 

data gathered by the node were weighed. Some of the 

advantages of using a physical server were the ease of getting 

the data when needed and having control over the 

specification of the server such as the size of the RAM and 

ROM and the speed of the processor. On the other hand, 

having a physical server has many downsides, and some of 

Accelerometers  

Requirement Criteria  

Sensitivity Bandwidth AD Converter Axis Communication Protocol 

Minimum  

Requirement 
2g 0 -100 Hz 16 bits 3 axis SPI/ I2C 

MMA8451 2g 0 - 400 Hz 14 bits 3 axis I2C 

ADXL 345 2g 0 - 3.2 Hz 13 bis 3 axis SPI/ I2C 

MPU 9250 2g 0 - 100 Hz 16 bits 3 axis I2C 

ADXL 335 3g 0 - 1.6 kHz 16 bits 3 axis SPI/ I2C 

ADXL 357 10g 0 - 1.5 kHz 20 bits 3 axis SPI/ I2C 

ADXL 1003 200g 0 - 6.2 Hz None 3 axis SPI/ I2C 

Table 2. Comparison of different accelerometers. 

Microcontroller  

Requirement Criteria  

Processing 
Speed 

RAM ROM 
Continuous 
Data 
Reading 

Minimum  

Requirement 
2g 0 -100 Hz 16 bits 3 axis 

MMA8451 2g 0 - 400 Hz 14 bits 3 axis 

ADXL 345 2g 0 - 3.2 Hz 13 bis 3 axis 

MPU 9250 2g 0 - 100 Hz 16 bits 3 axis 

ADXL 335 3g 0 - 1.6 kHz 16 bits 3 axis 

ADXL 357 10g 0 - 1.5 kHz 20 bits 3 axis 

ADXL 1003 200g 0 - 6.2 Hz None 3 axis 
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these are the maintenance cost since the server must be 

working most of the time, the power it consumes is high, the 

requirement for a big facility space, and lastly to develop a 

design for its security. For cloud storage like the physical 

server, it can also easily access the data stored by the node, 

but unlike the physical server, cloud storage is managed not 

by the owner instead it is managed by the storage provider 

wherein all the needed software in storing data is preinstalled. 

The security of the storage is also laid out by the service 

provider thus, it was decided to use cloud storage for storing 

data.  

 

3.3.5. Website hosting 

One of the things considered was to have a website for 

the project wherein the data gathered by the node was viewed 

and presented in a graphical form. Website hosting was one 

of the important things to consider when deploying a website 

on the internet. There were two options for deploying a 

website on the internet. One of them is using a Virtual Private 

Server (VPS) and the other is using a shared hosting server. 

To choose the better option, the difference between the two 

using a specific criterion was made. The criteria used to 

compare was the security it can provide once the website is 

deployed. This is to ensure that all the data that the website is 

going to show cannot be altered without the permission of the 

administrator. Next, was the size of RAM it can provide to 

ensure the smooth operation of the website when it is 

deployed and visited by other people to gather data. Another 

criterion was the cost of the server and the difficulty of 

maintaining such a type of server. Eventually, the use of the 

shared hosting server was selected. One of the main reasons 

for choosing the shared hosting was the way the server is 

maintained. The service provider maintains a shared hosting 

server, so the user does not need to worry about maintaining a 

server. Shared hosting also has a pre-installed application to 

be used in deploying the website, unlike the VPS in which the 

owner must first install all the programs needed for the 

project.  

 

3.3.6. Sensor node power supply 

One of the important things that needs to be considered 

in building a wireless sensor node is the power supply since 

the node must read data every time a switching power supply 

is needed. A switching power supply is a type of power 

supply that can be powered in two ways, one is through the 

local outlet and a battery pack. Since during earthquakes, 

there is a bigger chance that there is a power interruption the 

battery pack would be able to power up the device and still 

record the data. One of the characteristics of an earthquake is 

that it will only happen for a smaller time frame, thus an 

uninterruptible switching power supply is needed. The 

switching between the local outlet and the battery pack should 

have no time lag which means the system will power off for 

only a split second to avoid important data loss. The current 

rating of the power supply also needs to be considered in this 

project. A power supply must have a current rating of 3 A 

above for it to supply enough current to the Raspberry Pi to 

power up the MPU-9250 accelerometer sensor, and a fan. 

Figure 3 shows the power consumption of each device 

used in the node. The power supply can be powered by our 

local outlet or a battery pack, the input of the power supply 

must be 5 V and an input current of 2 A. Then, the power 

supply must be able to supply 5 V and a minimum of 3 A of 

power or 15 W of power to power up the Raspberry Pi. 

Lastly, the Raspberry Pi would power up the fan and the 

sensor through its pin, however, it does not mean that the 

sensor and the fan have the same power rating. The voltage 

rating of the sensor is 3.3 V which can be supplied by pin 1 of 

the Raspberry Pi and it must have an input current of 450 uA 

which can be compensated by pin 1 with an output current of 

50 mA. On the other hand, the fan is rated by 5 V and a 

maximum of 0.2 A of current. The fan is then connected to 

pin 2 of the Raspberry Pi, pin 2 can produce 5 V of voltage 

and since it is connected to the main power supply of the 

Raspberry Pi it can supply 3 A of current. 

Figure 3. Power consumption diagram. 

 

3.3.7. Interfacing of sensor on the microcontroller 

For the interfacing of the MPU-9250 accelerometer 

sensor to the Raspberry Pi, the communication protocol to be 

used should be considered. Two available communication 

protocols were used to establish a short-distance synchronous 

communication between two devices, those two are the Inter-

Integrated Circuit widely known as I2C, and the SPI short for 

Serial Peripheral Interface. In choosing the communication 

protocol, the I2C was chosen because of its simplicity. The 

I2C protocol uses only two wires for the transfer of data, 

which lessens the problem of lost connection. It is also the 

only available communication protocol that can be used by 

the MPU-9250 accelerometer sensor.  

To interface the MPU-9250 with the Raspberry Pi, it is 

important to know the pins that are needed for the I2C 

communication protocol. MPU-9250 accelerometer sensor 

module has ten pins in total and only four of those pins were 

used. The four important pins are the VCC, GND, SDA, and 

the SCL. VCC and GND are the pins to power up the device. 

SDA or the serial data line was the one where the data was 

passed from the sensor to the microcontroller, connected to 

the SDA or pin 3 of the Raspberry Pi. Lastly, SCL, or the 

serial clock was the one responsible for the timing of the 

Raspberry Pi and the sensor in transmitting data, which made 

sure that the data was read at a correct reading or sampling 

time. Figure 4 shows the connection between the Raspberry 

Pi and the MPU-9250 accelerometer sensor module. 
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Figure 4. The physical connection between the 

microcontroller and accelerometer sensor. 

 

3.3.8. Software/program development 

Connecting our Raspberry Pi, sensor and power source 

was only the first step in developing the whole sensor node. A 

program or a set of commands is a must for our sensor to 

gather data and for our Raspberry Pi to process and save data 

on a storage device. A set of commands was programmed to 

the Raspberry Pi and carried out the following command.  

Three major codes needed to be developed, the code for 

gathering data, the code for processing data, and lastly, the 

code for sending data to our database. Other than those three 

major codes, some minor codes were needed for the node to 

carry out its application. Some of those codes are the 

calibration of the sensor and the connection of the node to the 

cloud storage. The following steps will be discussed 

individually. 

 

3.3.9. Connection of the node to the cloud storage 

For a faster and better construction of the program for the 

node, it was decided to make a function for each step that 

would happen inside the node. The first step was the 

connection of the node to the cloud storage. For the 

connection of the node to the cloud storage, a library that can 

be used to wirelessly connect the node to the cloud storage 

was required. The PyMySQL library was used which is 

available for the Python programming language. PyMySQL is 

a Python library package that contains a pure-Python MySQL 

client library that is based on PEP 249. This library will 

enable the node to remotely connect to a MySQL database 

over the internet. In connecting the node to the database, the 

hostname or IP address of the MySQL database, the 

username, and password used to connect to the database, and 

lastly, the name of the database wherein the data will be 

stored must be specified. After all the needed things for 

database connection were identified, the PyMySQL would be 

tested to connect to the database. If the connection is 

successful, the code would then return the connection and 

cursor variable then proceed to the next part of the code. On 

the other hand, if there is an error in the connection the node 

will then retry to connect to the database.  

 

3.3.10. Data gathering 

For the data gathering, the node would first initialize the 

library used in the gathering of data using the MPU-9250 

accelerometer sensor, this library is called mpu9250-jmdev. 

This library connected the MPU sensor to the Raspberry Pi 

using the I2C communication protocol and has a built-in 

sensor calibration as well. After initializing the library to be 

used, the required settings are the I2C address of the sensor 

and the sensor sensitivity were specified. The sensor I2C 

address was checked using the Raspberry Pi terminal. Typing 

the syntax ñsudo i2cdetect -y 1ò showed the address of all the 

I2C devices that are connected to the Raspberry Pi. After 

specifying all the needed settings for the sensor, the 

accelerometer sensor was calibrated. In sensor calibration, the 

sensor read data to the surroundings and processed the data 

using a calibration algorithm that supplied a certain offset 

value used as a reference in the actual reading of data. After 

calibrating the sensor, the node started to read data, and every 

time the sensor read data, the node was also recording the 

date and time of data reading. All the x-axis, y-axis, z-axis, 

and date-time data were stored on an array. The node checked 

the number of data recorded on the array and if there are a 

hundred data in the array all the data were then checked 

whether one of the values recorded reached or passed a 

certain threshold. Lastly, the function for reading data 

returned data based on whether the values reached a certain 

threshold. If the data reached or passed the threshold, the data 

returned would be a Boolean ñTrueò following the data of the 

date-time, x, y, and z-axis. On the other hand, if the data was 

not able to pass or reach the given threshold, the data returned 

was the same data except that the returned Boolean will be 

òFalseò which means that the data would not be sent to the 

database.  

 

3.3.11. Data processing 

In the data processing of the wireless sensor node, the 

main purpose was to change the time domain data to 

frequency domain data. To do this, FFT was performed on the 

raw data gathered by the sensor node.  In the development of 

the FFT algorithm, different libraries were used. Those 

libraries are SciPy and NumPy where the former is a Python 

library that can provide algorithms for optimization, 

integration, interpolation, eigenvalue problems, algebraic 

equations, differential equations, statistics, and many other 

classes of problems. On the other hand, the NumPy library 

offers comprehensive mathematical functions, random 

number generators, linear algebra routines, and Fourier 

transforms. The statistical library for Python to get the mean 

of the group of data was used. Getting the mean of the raw 

data and subtracting it from the same data removed the DC 

offset of the resulting frequency data. After removing the DC 

offset of the raw data, the data proceeded to the FFT 

algorithm and changed the time domain data to frequency 

domain data. After the data transformation, the data was 

stored in an array and then returned to the next process which 

was the sending of data to the database. 

 

3.3.12. Data sending 

The last part of the program was for the code for the 

sending of data to the database. At the start of the program, 

the node was already connected to the cloud storage wherein 

it gathered data to be saved. The raw data came from the 

returned data of the data gathering and the process data came 

from the returned data of the data processing.  These two data 

were sent to the cloud storage. In sending the data to the 

cloud storage, the node used the PyMySQL libraries, and the 
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name of the table and the column were specified wherein the 

data must be placed. Given the following, the node was ready 

to send the data to the database. If there is an error in the 

sending of data, the data will be stored in the node for 

recording.  

 

3.3.13. Main program function 

The main function was the main loop of the program 

where exchanging of data between different other functions 

happens. It is also where the node decides whether the data 

will be sent to the database or not. The main function was the 

code that runs other functions to do their respective jobs, and 

also where the whole process happens. The first function was 

called the connection of the database to the cloud storage. 

Since connecting to the database sometimes takes a lot of 

time, it was decided to connect only one time once the system 

was powered up and simply ping the database to avoid 

disconnection. After connecting to the database, the sensor 

started its data acquisition wherein it ran in a loop until there 

were a hundred data read.  The data were checked whether 

the data acquired passed the given threshold. If the data did 

not pass the given threshold, the program would not proceed 

in processing or sending the data. On the other hand, when 

the data passed the given threshold, the program proceeded to 

the data processing then the raw data and the process data 

were sent to the database and the whole process looped again 

starting from the part of data acquisition. The program would 

not end until the researcher stops the program.  

 

3.3.14. Identifying the threshold of the sensor 

The last part of the development of the wireless sensor 

node was to identify what is the accelerometer threshold 

wherein the gathered data of the sensor would be sent and 

saved on the database. This process was added to the design 

to solve the problem of database space exhaustion. Designing 

the node in a way where the data would be sent and saved on 

the database once the data gathered passed the threshold set. 

To get the threshold to be set on the node, the data on the 

building wherein the node was to be deployed was initially 

gathered. This initial gathering of data determined the stable 

reading of the vibration or movement of the building. For the 

initial data gathering, the node was deployed at the ground 

and top floor of the STEER Hub building and gathered data 

continuously for some time. Figures 5, 6, and 7 show the 

initial data-gathering setup for the identification of the 

threshold of the sensor is shown  

Figure 5. Component setup inside the node casing. 

Figure 6. Wireless sensor node setup at the top floor of the 

STEER Hub building  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Wireless sensor node setup on the ground floor of 

the STEER Hub building 

 

After gathering data on the top and the ground floor of 

the STEER Hub building, the data gathered by the node on 

the database was downloaded. Using Python, the maximum 

and minimum values of the x, y, and z-axis were determined 

and set as a threshold of the wireless sensor node. The data 

gathered at the top floor of the building was processed 

separately from the data gathered at the ground floor of the 

STEER Hub building. 

For the process of getting the maximum and minimum 

value gathered by the node, the JSON library was imported. 

This library is used to open and fetch data on a JSON file. 

After importing the needed library, the downloaded JSON file 

contains the data gathered and this data is saved separately at 

different arrays. Lastly, the array that contains each gathered 

data for the x, y, and z-axis of the ground floor, and the x, y, 

and z-axis of the top floor, the maximum and minimum 

values gathered in each axis were identified. The result of the 

Python script was then printed at the terminal. Figure 8 shows 

the result of the Python script. The result shows the maximum 

and minimum value of the data gathered in each axis on the 

ground and the top floor of the STEER Hub building.  
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3.4. Development of a central station for all nodes 

 

3.4.1. Website development 

For the presentation of data gathered by the node, it was 

decided to make a website that showed the data in a tabular or 

a graphical presentation. In developing a website, three things 

needed to be considered which were the frontend, the 

backend, and the database to be used. For the database of the 

website, the MySQL database was used since the node uses 

MySQL in storing data. The node storage and the website 

storage should be the same since the data to be shown on the 

website was the one the node gathered. Next was the 

frontend, which was the part of the website wherein the client 

interacted. It served as the graphic interface of the website 

which also showed the tabular and graphical list of data 

gathered by the node. The third part of the website 

development is the backend. The backend is the part of the 

website that talks with the frontend and the database, it serves 

as the communication channel between the frontend and the 

database.  

 

3.4.2. Frontend development 

In developing the frontend of the website, it is necessary 

to choose what framework would be used. Many familiar 

frontend frameworks can be used, some of those frameworks 

are React, Angular, Vue, jQuery, and many others. The 

frameworks listed have their pros and cons and it depended 

on familiarity with the frameworks used in developing the 

frontend of the website. Using angular frameworks in making 

the program, familiarity with typescript language was needed. 

Typescript language is a language that is almost like 

JavaScript which is used in programming the logic of the 

website page. Familiarity with the Hypertext Markup 

Language (HTML) was also needed which is used to structure 

web page content and the Cascading Style Sheets (CSS) used 

to style web page content. The main function of the frontend 

was to interact with the clients of the websites. When a client 

needs something, the client will relay its request on the 

graphical interface of the frontend then the frontend will pass 

the request to the backend. In developing the frontend, it was 

ensured that the web page was working properly. Some of the 

factors that needed to be working were the button for 

navigating to another part of the website, and the button for 

the login and the register must perform its job correctly. One 

of the most difficult parts in developing the frontend was the 

part wherein it will interact with the backend, wherein the 

front end must know the type of data the backend sends for it 

to be delivered to the client. 

 

 

 

3.4.3. Backend development  

For the development of the backend for the website, it 

was necessary to choose the framework to be used. Several 

backend frameworks can be used for the project, which 

includes Django, Flask, ASP.Net, Ruby on Rails, and many 

more. Considering the familiarity with the backend 

framework, Django was favored because it used the same 

Python language, and has some advanced features that can be 

used in development. One of the important things that were 

considered in making the backend of the website was the 

security of the website. This is to ensure that no one can 

delete or destroy the data stored in the database by the node. 

The backend served as the connection between the frontend 

and the database. The request of the client would be 

transmitted from the frontend to the backend, which would 

then retrieve the client's required data from the database and 

return it to the frontend. 

 

3.4.4. Interaction between the frontend, backend and 

database 

One of the important things in making a website was to 

build the interconnection between the three parts of the 

website: the frontend, the backend, and the data storage. For a 

website to work perfectly, the interconnection between these 

three parts must be synchronized perfectly. The process of 

accessing the data read by the node was as follows. When the 

client wanted to look for the data read by the node, the client 

first logged in to their account if they had an account. If not, 

the client had to register for an account where they input 

some important credentials such as username, password, and 

email. This process all happened at the front end of the 

system. After all the needed credentials were typed in, the 

client then clicked the register button. The clientôs input in the 

form at the front was sent to the backend where the data was 

checked before it was permanently saved to the database. If 

the data was successfully stored in the database, the backend 

then sent a response to the frontend about the successful 

creation of a new user. This same process happened with 

every request that the client made at the frontend. A simple 

illustration is shown in Figure 9 which shows the interaction 

between the database, frontend, and backend of the website. 

Figure 9. Illustration of how the front end, back end, and 

database interact with each other.  

Figure 8. Maximum and minimum value of the data gathered on each floor.  
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3.4.5. The website 

The website was composed of two major parts: the 

authentication part and the dashboard part. The authentication 

part was what the client first saw when they visited the site. It 

was composed of the home page, login page, and registration 

page. On the other hand, the dashboard part was what the 

client saw when they logged on to the site. The dashboard 

part was composed of the node page, team page, and SUCs 

page. 

 

3.4.5.1. Authentication page 

The authentication part was the first thing the client saw 

when they planned to visit the site. The first part of the 

authentication part was the homepage, where a short 

description of the Building Research and Innovation 

Development Goals for Engineering State Universities and 

Colleges Program, which included the project, was shown. 

The homepage also discussed what the project was all about, 

and at the bottom part of the page, there was a simple video 

about the project. In this part of the website, the SUCs that 

joined and collaborated on the project were shown. At the 

navigation bar of the homepage was where the button for the 

login and registration pages was located. The login page was 

where the client input their email and password to visit the 

dashboard part of the website. For those new clients who 

wanted to view the data gathered by the node, they first had to 

create an account on the registration page. Some credentials 

such as email, username, and password were needed to 

successfully create an account. Missing one of these 

requirements would result in an account creation error. The 

email and username the client provided had to be unique to 

create an account. Retyping the password was also needed to 

check whether the client typed the correct email they decided 

to use. 

 

3.4.5.2. Dashboard page 

The dashboard page was one of the most important parts 

of the website. The dashboard page was composed of three 

more parts: the node page, the team page, and the SUCs page. 

The teams and SUCs page was where the team management 

was shown, while the SUCs page displayed the seven other 

SUCs that collaborated on the project. A button linked to the 

Facebook and official website of each SUC was also included 

on this page. Lastly, and most importantly, was the node 

page. In this part, the raw data was presented in a table and 

graphically. At the top of the node page was a search bar 

where you could search for the date, and the data read on that 

date was shown in the table and graph. A refresh button was 

also included to refresh the view of the page. A button named 

"processed" was also seen on the node page that displayed the 

processed data. Figures 10 and 11 show the dashboard page 

and its parts.  

Figure 11. The page that shows the processed data. 
 

4. Conclusions  

The WSN was designed according to the following 

parameters outlined by the DPWH standard memorandum. 

These standards were shared and discussed with partner SUCs 

to ensure proper alignment. The components were chosen 

carefully to meet these requirements, and improvements were 

made by reducing and upgrading the microcontroller. 

Despite facing challenges with component availability, 

the WSN was successfully built and gathered the necessary 

data, although with slightly reduced processing power. This 

allowed the sensor node to capture essential vibration data 

from a building and store it for further analysis. 

Looking ahead, the researchers recommend using an 

industrial-grade accelerometer to improve the sensorôs 

accuracy and reliability, even though it comes at a higher 

cost. This upgrade would enhance the WSNôs performance, 

making it more effective for structural health monitoring in 

the future. 

 

Acknowledgment 

The authors would like to thank the Manufacturing 

Research Center (LIKHA FabLab) and the Electronic 

Systems Research Center of Batangas State University The 

National Engineering University for the support of tools and 

measurement equipment used for this investigation. Also, the 

seven SUCs, Bulacan State University, Don Honorio Ventura 

State University, Kalinga State University, Mountain 

Province State Polytechnic College, Tarlac State University, 

University of Rizal System, and University of Southern 

Mindanao, which are the collaborators of this project. 

 

References 

[1] Arya AS, Karanth A, Agarwal A. Hazards, disasters and 

your community- A primer for parliamentarians 

[Internet]. New Delhi: National Disaster Management 

Division, Ministry of Home Affairs, Government of 

India; 2012 Jan. 62 p. Report. Available from: https://

www.undp.org/india/publications/hazards-disasters-and-

your-community-primer-parliamentarians   

[2] Harrison P, Christensen I, Coffey E, Hochstein J, Rojas 

Gregorio JI. Earthquake monitoring and response from 

space: the TREMOR concept. In: Proceedings of the 

ASTRO-CASI conference 2008; 2008 Apr 29; Montreal, 

Canada. Ontario, Canada: Canadian Aeronautics and 

Space Institute; [date unknown]. p. 15. Figure 10. Node page with the raw data. 



 

  

 

Aggari et al. / IRJIEST  10(2)  2024  14 - 23 

23 

[3] ¢elebi M, Page R. U.S. Geological Survey [Internet]. 

Monitoring earthquake shaking in federal buildings | 

USGS fact sheet 2005-3052; 2005 Dec 19. Available 

from: https://pubs.usgs.gov/fs/2005/3052/. 

[4] Paul SM, Jayaguru C. Health monitoring of concrete 

specimens using smart aggregates. I Manag S J Struct 

Eng [Internet]. 2016;5(3):25-32. Available from: https://

doi.org/10.26634/jste.5.3.8253  

[5] Department of Public Works and Highways [Internet]. 

Guidelines and implementing rules on earthquake 

recording instrumentation for buildings | department of 

public works and highways; 2015 Mar 12. Available 

from: https://www.dpwh.gov.ph/dpwh/references/

guidelines_manuals/earthquake_recording   



 

  

ABSTRACT 

The growing demand for healthy, quick-dissolving powdered drink mixes inspired the researchers to develop a mix derived from 

locally available material with promising health benefits. himbabao is an endemic plant in the Philippines and possesses 

nutrients and phytochemicals with good health benefits. This study aimed to develop and characterize powdered drink mixes 

derived from himbabao male flowers using two distinct methods. The first method involved dehydration and pulverization, 

while the second focused on extracting water-soluble components followed by spray-drying. The developed products were 

analyzed in terms of their chemical and physical properties. The powdered drink mix developed through dehydration and 

pulverization exhibited a pH of 5.69, titratable acidity of 6.76, DPPH scavenging activity of 96.66%, total flavonoid content of 

11.47 mg QE/g, and total phenolic content of 25.17 mg GAE/g. On the other hand, the mix developed via spray-drying showed a 

pH of 5.78, titratable acidity of 0.79, DPPH scavenging activity of 76.63%, total flavonoid content of 2.49 mg QE/g, and total 

phenolic content of 5.08 mg GAE/g. Proximate analysis showed that the dehydrated and pulverized mix contained 6.57% 

moisture, 9.16% ash, 31.31% crude protein, 9.87% crude fiber, 2.56% crude fat, and 40.53% nitrogen-free extract (NFE). On the 

other hand, the spray-dried mix comprised 3.68% moisture, 5.02% ash, 0.21% crude protein, 0.62% crude fiber, and 88.89% 

NFE.  In terms of physical properties, the powdered drink mix from dehydration and pulverization had an angle of repose of 

30.23Á, viscosity of 12.90 cP, bulk density of 317.90 g/L, and total soluble solids of 0.5ÁBx while the spray-dried mix exhibited 

an angle of repose of 22.02Á, viscosity of 5.25 cP, bulk density of 239.50 g/L, and total soluble solids of 1.00 ÁBx. The findings 

showed that the physicochemical properties of the developed himbabao powdered drink mix were affected by the methods used. 

Dehydration and pulverization yielded a product with better phytochemical and nutritional components while spray drying 

yielded a product with better physical properties. Further improvement of the process for the development of the himbabao 

powdered drink mix is recommended.  

 

Keywords: himbabao flower, powdered drink mix, pulverization, spray drying   
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PCAARRD) [2].  The male flowers of himbabao are 

commonly harvested as an ingredient in vegetable dishes such 

as dinendeng, inabraw, and pinakbet of those from the Ilocos 

region and other parts of Luzon [3]. Relatively, its male 

flowers contain nutritional components such as protein, 

carbohydrates, total fats, ash, and vitamins including Vitamin 

C, beta carotene, and niacin. It also contains minerals such as 

calcium, phosphorus, iron, and sodium [2]. Phytochemicals 

such as alkaloids, flavonoids, saponins, glycosides, phenols, 

steroids, tannins, anthraquinones, cardiac glycosides, phenols, 

coumarin, and terpenoids are reported present in himbabao 

flower extracts [4] while carbohydrates, reducing sugars, 

flavonoids, tannins, alkaloids, and sterols were found in 

himbabao leaves [5]. Being rich in nutritional and 

phytochemical components, himbabao male flowers are a 

promising material for developing value-added products, such 

as powdered drink mix. 

This study aimed to develop and characterize a powdered 

drink mix from himbabao male flowers using two methods 

1. Introduction 
The growing global concern on health and wellness gears 

the research and development in the food industry toward 

creating functional foods and beverages from natural 

ingredients with targeted physiological benefits [1].  Among 

these, powdered drink mixesðor ready-to-reconstitute 

functional drinksðare gaining significant attention from 

consumers due to their nutritional value, ease of storage and 

transport, long shelf life, and wide range of flavor options. 

Allaeanthus luzonicus (Blanco) Fern.-Vill., locally 

known as himbabao, is an endemic species in the Philippines. 

It is one of the indigenous vegetables documented in the 

project implemented by the University of the Philippines Los 

Ba¶os and funded by the Philippine Council for Agriculture, 

Aquatic and Natural Resources Research and Development of 

the Department of Science and Technology (DOST-
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involving drying and pulverization.  Drying was employed 

since it is an efficient approach for preserving fruits, 

vegetables, and herbs [6]. Drying reduces the volume and 

weight of raw materials, enhances shelf life, and maintains 

product quality, while pulverization and spray drying further 

refine the material into a stable powdered form. These 

processes improve storage, transportation efficiency, and the 

desired attributes of food products, such as solubility and 

flow properties [7].  

 

2.  Materials and methods 

Himbabao male flowers were collected in Batangas 

province. Food-grade maltodextrin was purchased from the 

local market. All experiments were conducted in triplicate 

unless otherwise stated. 

 

2.1. Preparation of himbabao powdered drink mix 

The himbabao male flower powdered drink mix was 

developed using two methods.  The first method involved 

dehydration and pulverization. After washing, the himbabao 

male flowers were air-dried for two days and then further 

dehydrated using a food dehydrator (Model FDS-012/FDS -

018) at 60 ÁC until reaching constant weight. The dried 

flowers were pulverized using a food-grade pulverizer and 

sifted through a 120-mesh size (125 Õm) sifter [8]. The 

himbabao flower powder was weighed and stored in airtight 

packaging at room temperature prior to analyses. 

The second method involved the extraction of water-

soluble components from himbabao male flowers and 

spraying drying. After washing, the himbabao male flower 

was blended with distilled water at a 1:10 w:v (himbabao 

flower and distilled water). The water-soluble extract was 

separated from residues by filtration. Prior to spray drying, 

the amount of maltodextrin to be used was determined by 

employing a preliminary experiment that involved the 

utilization of varying amounts of maltodextrin, specifically 

1%, 2%, and 5%.  Based on the yield and physical appearance 

of the produced products, the researchers decided to use 5 % 

maltodextrin.  The maltodextrin was added to the water-

soluble extract of himbabao male flowers (5% w/v) and spray 

dried at an inlet temperature of 150 ÁC and an outlet 

temperature of 90-98 ÁC, with a blower speed of 4 rpm [9]. 

The resulting himbabao powdered drink mix was weighed 

and stored in airtight packaging at room temperature before 

analyses. 

 

2.2. Analysis of the developed himbabao powdered                    

drink mix 

 

2.2.1. pH and titratable acidity 

The pH and titratable acidity were determined according 

to the AOAC Method 981.12, and AOAC Method 942.15, 

respectively [10]. A pH meter (Mettler pH s210K) was used 

in this study. 

2.2.2. Proximate analysis 

The proximate analyses of the developed product were 

carried out using the AOAC methods [10]. Moisture content 

was determined by heating the dried sample at 100-110 ÁC for 

24 h, cooling it in a desiccator, and weighing it until a 

constant weight occurred. The ash content was determined by 

heating them in a muffle furnace for about 5-6 h at 500 ÁC. 

The Kjeldahl method was used to determine crude protein, 

and a conversion factor of 6.25 was used to get the nitrogen 

percentage of the crude protein. The crude lipid content was 

determined by extracting it from a moisture-free sample using 

petroleum ether (60-80 ÁC) in a Soxlhet apparatus. To 

estimate crude fiber content, the fat and moisture-free 

materials were treated with 1.25% dilute acid and 1.25% 

alkali, followed by washing with water and ignition of the 

residue. The determination of nitrogen free extract (NFE) was 

calculated by the method of difference using the formula:  

 

NFE = 100 - (% lipid + %ash + %moist + %protein)         (1) 

 

2.2.3. Total phenolic content 

The total phenolic content was determined based on the 

study of Petkova et al. [11] using a Folin-Ciocalteu reagent. A 

5000 ppm solution was prepared and 0.2 mL of this solution 

and 0.8 mL 7.5 % of sodium carbonate (Na2CO3) were 

combined with 1 mL Folin-Ciocalteu reagent. The reaction 

was carried out in the dark for 20 min at room temperature. 

The absorbance was measured against a blank at 765 nm. The 

results were represented as mg equivalent of gallic acid 

(GAE) per g dried weight. 

 

2.2.4. Total flavonoid content 

Total flavonoid content was determined the study of 

Ivanov et al. [12] using a modified colorimetric method. A 

5000 ppm aqueous solution was prepared and 5 mL of this 

was added to the test tube and stirred for 5 minutes with 0.3 

ml of 5% sodium nitrite (NaNO2). After this, 0.3 mL of 10% 

aluminum chloride (AlCl3) was added. After 6 min, the 

process was interrupted by adding 2 mL of sodium hydroxide 

(NaOH). The mixture was then diluted with distilled water to 

a volume of 10 mL. The absorbance was measured at 415 nm 

against the blank. The results were presented as mg 

equivalents quercetin (QE) per g dry weight (dw) according 

to the calibration curve linear in the range of 10-100 Õg/mL 

quercetin.  

 

2.2.5. DPPH free radical scavenging activity 

The antioxidant activity of the aqueous extracts was 

determined using the modified method reported by Petkova 

et al. [11] which is known as 2,2-diphenyl-1-picrylhydrazyl 

(DPPH) assay.  A 2000 ppm solution was prepared and 0.15 

mL was mixed with 2.85 mL 0.1 mM solution of DPPH in 

100% methanol. The sample was incubated for 15 min at 37 Á

C. The reduction of absorbance was measured at 517 nm in 

comparison to the blank containing methanol and the 

percentage inhibition was calculated using the following 

equation:  
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 (2) 

 

2.2.6. Determination of physical properties 

The viscosity and total solids were determined according 

to the AOAC Method 976.16, and AOAC Method 932, 

respectively [10] while bulk density and angle of repose were 

determined [13].  

 

3.  Results and discussion 

 

3.1. Percentage yield of the developed himbabao powdered 

drink mix 

Figure 1 presents the percentage yield of the developed 

himbabao powdered drink mix using dehydration and 

pulverization with 16.31% and extraction of water-soluble 

components and spray drying with 3.11%. The dehydration 

and pulverization process obtained a higher yield than the 

extraction of water-soluble components and spray drying. The 

lower yield in spray drying is attributed to the high processing 

temperatures, which cause rapid surface evaporation, 

preventing proper liquid migration. Additionally, the low 

concentration of maltodextrin (5%) added to the himbabao 

juice extract before spray drying resulted in insufficient 

encapsulation of hydrophobic compounds, leading to 

substantial losses during drying [14]. The lower yield of 

extraction of water-soluble components and spray drying is 

also due to powder deposition on the dryer walls, where it 

becomes scorched or overcooked, further decreasing the 

collected product. Dehydrated and pulverized himbabao 

powder had a higher yield because it also contained water-

insoluble components.  

Figure 1. Percentage yields of the developed himbabao 

powdered drink mix using pulverization and spray drying 

methods 

 

3.2. Characteristics of himbabao powdered drink mix 

 

3.2.1. Chemical properties 

Table 1 shows the chemical properties of the himababao 

powdered drink mix developed through dehydration and 

pulverization, and spray drying of water-soluble extract.  

Table 1. Chemical properties of the himbabao powdered 

drink mix.  

 

The pH of the developed himbabao powdered drink mix 

using dehydration and pulverization was 5.69 while that of 

the mix developed using extraction of water-soluble 

component and spray drying was 5.78, indicating both 

samples are slightly acidic. The pH increased with higher 

drying temperatures consistent with other studies [15]. 

Elevated temperatures can degrade organic acids, reducing 

acidity and raising the pH. The addition of maltodextrin 

during spray drying did not influence the pH, as maltodextrin 

lacks functional groups that alter hydrogen ion concentration 

and act as a stabilizer and bulking agent. The titratable acidity 

of the developed himbabao powdered drink mix using 

dehydration and pulverization was higher (6.76 Ñ 0.02%) than 

that of the developed using spray drying of water-soluble 

extract (0.79 Ñ 0.02%).  This finding aligns with the findings 

of Braza et al. [16], and the decrease in titratable acidity with 

increased temperature is consistent with the results of Koca 

et al. [17]. This reduction in acidity is due to the degradation 

of organic acids at higher temperatures, impacting the acid-

base balance of the product. 

The developed himbabao powdered drink mix using 

dehydration and pulverization contained 6.57% moisture, 

9.16% ash, 31.31% crude protein, 9.87% crude fiber, 2.56% 

crude fat, and 40.53% nitrogen-free extract. In contrast, the 

powdered drink mix developed through spray-drying of water

-soluble extract had 3.68% moisture, 1.58% ash, 5.02% crude 

protein, 0.21% crude fiber, 0.62% crude fat, and 88.89% 

nitrogen-free extract. 

The decrease in moisture content with increased 

temperature is due to the enhanced efficiency of the heat 

transfer process and the increased water vapor pressure 

differential, facilitating faster dehydration. Higher 

Parameters  

Powdered drink mix from 

Dehydration and 

pulverization  

Spray drying of 

water-soluble extract  

pH 5.69 Ñ 0.00 5.78 Ñ 0.00 

Titratable acidity, % 6.76 Ñ 0.02 0.79 Ñ 0.02 

Moisture, % 6.57 Ñ 0.36 3.68 Ñ 0.07 

Ash, % 9.16 Ñ 0.04 1.58 Ñ 0.05 

Crude protein, % 31.31 Ñ 0.38 5.02 Ñ 0.23 

Crude fiber, % 9.87 Ñ 0.14 0.21 Ñ 0.08 

Crude fat, % 2.56 Ñ 1.33 0.62 Ñ 0.18 

Nitrogen free extract NFE), % 40.53 Ñ 0.00 88.89 Ñ 0.00 

Total flavonoid content 
(mg QE/g) 

11.47 Ñ 0.00 2.49 Ñ 0.05 

Total phenolic compound 
(mg GAE/g) 

25.17 Ñ 0.03 5.08 Ñ 0.00 

DPPH scavenging activity 
(% Inhibition) 

96.66 Ñ 0.00 73.63 Ñ 0.00 

DPPH Scavenging Activity results is based on 2000 ppm extract concentration 
TPC results is based on 5000 ppm concentration extract 
TFC results is based on 5000 ppm extract concentration 
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temperatures (150 ÁC) resulted in lower moisture content 

(3.68%) compared to 60 ÁC (6.57%). The reduced crude 

protein, crude fat, crude fiber, and ash content in the 

developed himbabao powdered drink mix through spray-

drying is attributed to the addition of maltodextrin and the 

prolonged exposure to high temperatures, leading to 

degradation through thermal decomposition and oxidation. 

The lower ash content in the spray-dried product may result 

from the volatilization of some minerals or dilution by 

maltodextrin, which binds with minerals and other ash-

forming components. 

The higher % nitrogen-free extract in the developed 

himbabao powdered drink mix using spray-drying of the 

soluble extract is attributed to the added maltodextrin, a 

carbohydrate used as a carrier agent, which increases the 

overall carbohydrate content in the final product. This aligns 

with findings from other studies indicating similar trends in 

the impact of drying methods on nutritional content. 

The DPPH scavenging activity of the himbabao 

powdered drink mix was found to be 96.66% when prepared 

using dehydration and pulverization, compared to 73.63% 

when prepared using spray drying. This indicates significantly 

higher antioxidant activity in the product produced by 

dehydration and pulverization. The superior antioxidant 

activity is attributed to the higher total phenolic content in the 

pulverized powder, consistent with the findings of Koca et al. 

[17], which established a correlation between phenolic 

content and DPPH activity. 

The reduced antioxidant activity in the spray-dried 

powder can be explained by the higher processing 

temperature (150 ÁC), which leads to the degradation of heat-

sensitive flavonoids. In contrast, the pulverization process, 

conducted at a lower temperature of 60 ÁC, better preserves 

these compounds, as supported by the study of TA Tran, et al. 

[19]. 

Furthermore, the use of maltodextrin in the spray drying 

process contributes to preserving polyphenol content by 

forming a protective matrix around the polyphenols, shielding 

them from exposure to light, oxygen, and heat, Pham, et al. 

[20]. However, this protective effect may not fully 

compensate for the loss of phenolic compounds caused by the 

high-temperature conditions of spray drying.  

 

3.2.2. Physical properties 

Table 2 shows the physical properties of the himbabao 

powdered drink mix developed through dehydration and 

pulverization, and spray drying of water-soluble extract.  

 

Table 2. Physical properties of the developed himbabao 

powder drink mix.  

The angle of repose is a measure of internal friction that 

indicates the flowability of granular materials. A lower angle 

of repose generally signifies better flow properties. The 

himbabao male flower powdered drink mix developed 

through spray drying exhibited an angle of repose of 22.02Á, 

indicating excellent flowability and a more free-flowing 

nature. In comparison, the product developed through 

dehydration and pulverization had an angle of 30.23Á, 

classified as good in terms of flowability. The reduced 

flowability of the pulverized powder is attributed to its higher 

moisture content, which increases particle cohesion and 

hinders flow. Conversely, the addition of maltodextrin in the 

spray-drying process enhances flowability by reducing 

moisture content and stickiness, resulting in powders with 

lower angles of repose. Fat content also plays a role, as higher 

fat levels lead to particle clustering and impaired flow. The 

lower fat content in the spray-dried sample further contributes 

to its superior flowability. 

The viscosity of the spray-dried powder (5.2 cP) was 

significantly lower than that of the pulverized powder 

(12.8 cP). This difference is due to the natural fiber content in 

the pulverized product, which increases resistance to flow. In 

contrast, the heat processing involved in spray drying reduces 

water content, thereby lowering viscosity. Similarly, bulk 

density measurements revealed that the spray-dried powder 

(239.5 g/L) was less dense than the pulverized powder 

(317.90 g/L). This lower bulk density is attributed to the high 

inlet temperature during spray drying, which causes rapid 

particle hardening, preventing significant shrinkage and 

resulting in a lighter, less dense product. 

Additionally, the spray-dried powder demonstrated a 

higher total soluble solids measurement (0.10 ÁBx) compared 

to the pulverized powder (0.05 ÁBx), due to the inclusion of 

maltodextrin, a soluble carbohydrate.  

 

4. Conclusion 

The study showed that the method of processing 

significantly influences the physical and chemical properties 

of himbabao powdered drink mixes. Dehydration and 

pulverization yielded a product with higher levels of 

phytochemicals such as total flavonoid content and total 

phenolic content, a higher antioxidant in terms of DPPH 

scavenging activity, and higher percentages of moisture 

content, ash content, crude protein, crude fiber, crude fat, and 

titratable acidity. On the other hand, spray drying yielded a 

product with better flowability and lower viscosity compared 

to the pulverized counterpart.  

Based on the findings of this study, further research 

studies are recommended to ensure the development of 

himbabao powdered drink mix with improved 

physicochemical properties. The studies may focus on the 

following: (a) explore the use of alternative carrier reagents 

such as gum arabic, modified starches, and proteins for the 

spray drying process, (b) consider the use of different mesh 

sizes between 150-200 to improve the quality of the 

Parameters  

Developed himbabao powdered 

drink mix via  

Dehydration and 

pulverization  

Spray Drying 

of Water-Soluble 

Extract  

Angle of repose, Á 30.23 Ñ 0.15 22.02 Ñ 0.31 

Viscosity, cP 12.90 Ñ 0.00 5.25 Ñ 0.00 

Bulk density, g/L 317.90 Ñ 0.00 239.50 Ñ 0.00 

Total soluble solid, ÁBx 0.50 Ñ 0.00 1.00 Ñ 0.00 
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pulverized himbabao, and (c) consider freeze drying as an 

alternative method to enhance the yield of the himbabao 

powder drink mix without compromising its nutritional 

content. Additional parameters for the characterization may 

be included such as microbial analysis and sensory evaluation 

Furthermore, comparing the himbabao powdered drink mix 

with commercially available drink mixes could provide 

valuable insights.  
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ABSTRACT 

A crux component in crop health monitoring is the morphological characterization that directly manifests the plant response to 

the environment and farm inputs like fertilizers and pesticides. A healthy plant presents firm leaves, well-developed flowers, 

fruits, and a root system. Leaf count, color, and canopy coverage can help characterize general crop health. In this study, an 

aerial drone is allowed to traverse an optimal path plan while positioned near an area of interest where several overhead images 

of crops are captured. The total collected aerial images count to 1,918 which is divided into training and testing sets with a 70:30 

distribution ratio. From these aerial images, coffee seedlings are detected from the background, weeds, and other crops in the 

field using the VGG-16 model trained to recognize coffee seedlings. Once localized, leaf counting is performed using 

segmentation, while the canopy coverage estimation uses a patch-based DNN model to calculate the relative coverage 

concerning the overhead leaf area. Since leaf color extracted from an RGB image is very much affected by ambient light, 

normalization using an enhanced Triangular Greenness Index (eTGI) is implemented. The estimation results of the system 

reached up to 91.48% accuracy, 92.52% precision, and 93.82% recall for detecting coffee seedlings while the Mean Absolute 

Percentage Error (MAPE) for leaf count and canopy coverage of 11.61% and 15.67% respectively. For future work, the leaf 

color can be correlated to chlorophyll and percent nitrogen measurements which will require specialized instruments for 

validation.  Estimation of chlorophyll and percent nitrogen is vital in identifying the amount and type of fertilizers to be applied.  

 

Keywords: aerial crop monitoring, smart farming, enhanced triangular greenness index, canopy coverage   
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real-time data on soil, weather, and crop conditions. This data

-driven approach optimizes resource utilization and improves 

productivity. For example, automated irrigation systems 

leveraging IoT sensors have demonstrated substantial water 

savings while maintaining crop yield [10]. IoT-based 

monitoring systems have also proven effective in pest 

management and disease control [11,12]. 

Advancements in agricultural technologies have 

significantly contributed to sustainability by reducing 

resource wastage and environmental degradation. Remote 

sensing combined with ML has been pivotal in mapping and 

mitigating the impacts of climate change on agriculture [13]. 

Furthermore, studies have highlighted the role of these 

technologies in promoting carbon sequestration and reducing 

greenhouse gas emissions through optimized farming 

practices [14,15]. 

Despite all these developments, challenges about data 

heterogeneity, lack of standardization, and high 

implementation costs arise and persist. These challenges are 

likely to be solved through interdisciplinary collaboration and 

the development of user-friendly tools. Future research should 

focus on the integration of blockchain for data security and 

the use of edge computing in real-time analysis, especially 

within resource-constrained environments [16,17]. 

To address these problems, this study aims to develop a 

phenotyping system for aerial images of coffee trees using 

machine vision. An unmanned aerial vehicle (UAV) is used 

for data acquisition. UAV is one of the emerging instruments 

used in precision agriculture, particularly data acquisition for 

1. Introduction  

The integration of emerging technologies such as 

machine learning, the Internet of Things (IoT), and advanced 

remote sensing techniques has revolutionized precision 

agriculture. Remote sensing plays a pivotal role in precision 

agriculture by providing high-resolution data for crop health 

monitoring and land use assessment. For instance, 

hyperspectral imaging has demonstrated its capability to 

assess crop conditions and detect diseases [1,2]. Recent 

studies have emphasized the role of multispectral and thermal 

imagery in estimating evapotranspiration and soil moisture 

levels, critical for irrigation management [3,4]. The 

advancements in satellite-based remote sensing, including 

sensors like Sentinel-2, enable large-scale monitoring, 

providing cost-effective solutions for farmers [5]. 

Machine learning (ML) is increasingly employed to 

analyze complex agricultural datasets. Techniques such as 

convolutional neural networks (CNNs) have shown high 

accuracy in crop classification and disease detection using 

remote sensing data [6,7]. Studies have also explored the 

potential of ML algorithms for yield prediction, leveraging 

both environmental and historical yield data [8]. Integrating 

ML with remote sensing can significantly enhance predictive 

capabilities, enabling real-time decision-making [9]. 

The IoT paradigm has facilitated the development of 

smart farming systems, where interconnected devices collect 
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plant phenotyping [18]. The phenotyping system is 

implemented on a personal computer or laptop to extract the 

morphological attributes of leaf count, level of greenness, and 

canopy coverage of the coffee trees. To characterize and 

extract the morphological attributes, the dataset gathered is 

fed to the machine vision algorithms. Machine learning 

algorithms and image processing techniques are implied and 

primarily associated with precision agriculture application 

techniques for developing innovative plant phenotyping tools 

[19]. Further, the study intends to use advanced methods 

instead of manual field measurements to improve coffee crop 

management and decision-making.  

 

2.  Materials and methods 

This part presents the methods used by the proponents to 

achieve the research objectives and standards. In the first 

section, a description of how the data collection was 

performed, and some practical details about the data 

collection are presented. The second section presents the 

practical details about the detector, selected methods, and 

their parameters. In the final section, the evaluation methods 

are presented. 

 

2.1. Data acquisition 

A dataset has been created by collecting aerial images 

and videos of coffee trees. The researchers started to collect 

data in September 2021 to April 2022. The data gathering 

was held in the Pueblo Farm in Rosario, Batangas, which has 

a field area of 5000 sq. meters. Aerial images of coffee trees 

were captured with a single-camera drone wherein the flying 

height was 5 meters above the field. This UAV is equipped 

with 2375 mAh intelligent flight battery capacity and a 

camera system consisting of a sensor (1/2.3ò CMOS), 3-axis 

image stabilizer, 4K Ultra HD: 3840Ĭ2160 24/25/30p, with a 

lens of 85Á field of view (FOV), 35 mm format equivalent: 24 

mm and an effective pixel of 12 MP. Figure 1 shows the 

illustration of the flight height and how the researchers 

captured the coffee trees using UAV.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Flying height of the drone from the ground.  

 

The researchers selected usable images from the photos 

taken using the control app for the UAV used. The research 

data consisted of a total of 1,918 images. To train and 

evaluate the model to be used in object detection, different 

sets for training and testing were needed. In line with this, the 

dataset was divided into two sets: training and testing with a 

70:30 ratio, where 1343 images are used for training, and the 

remaining 575 are used for testing. To achieve a balanced 

dataset, the photos of coffee tree seedlings are matched with 

background noises of leaves, grasses, and the ground in a 50-

50 ratio. Figure 2 shows that images with coffee trees are 

positive (a), and images that only contain background noises 

are negative (b). 

Figure 2. Sample images showing the presence of coffee 

trees: (a) positive and (b) negative.  

 

2.2. Ground truthing 

The researchers conducted manual field measurements 

on the coffee trees for ground-truthing. Five hundred crops 

were tagged to distinguish the crops from each other. The 

field measurements from these crops are used as ground-truth 

data and were compared to the system measurements to 

evaluate the accuracy of the predicted values of the system 

for leaf count and canopy coverage. 

For the leaf count, the actual values are obtained by 

manually counting the number of leaves of all 500 crops in 

actual plants and in the photos taken. 

To measure the canopy coverage of the coffee crops, the 

Leaf Area Index (LAI) was obtained. Strong relationships 

were found between canopy coverage and LAI of crop 

species that followed the exponential rise to a maximum form 

[7]. Thus, LAI can be used as a ground truth for evaluating 

the canopy coverage. Aerial images were used for the 

estimation of the canopy of the system. Thus, predicted 

values cannot be directly compared to the actual 

measurements of the leaf area. With this, the researchers used 

image processing methods to derive the area of leaves in 

terms of square centimeters per pixel by doing the following 

steps. First, the coffee crops were separated from the 

background. For the segmentation of the coffee crops, the 

Image Segmenter app in MATLABÈ was used. Specifically, 

the Graph Cut feature from the Image Segmenter app was 

utilized. Next, the segmented image was converted into a 

binary image using an auto-generated function (Figure 3). 

The code creates the mask with the name sliderBW.  

30 
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Figure 3. Workflow diagram of a masked image using RGB 

image. 

 

Afterward, the researchers measured the length in pixels 

of a leaf in each crop. This was measured using the imdistline 

tool in MATLABÈ. Further, the number of true pixels of the 

same leaf was also obtained. The actual length of the leaf was 

divided by the measured length in pixels. The result was then 

squared. This gives the squared centimeters per pixel at 5m 

altitude. Lastly, the result from the previous step was 

multiplied by the number of true pixels of the leaf. This 

process was repeated for every coffee crop. 

 

2.3. Object detection 

The researchers described methods to locate plants in 

UAV imagery. The main task for this part is to implement a 

deep-learning object detector to localize or detect the coffee 

crop in an image.  

 

2.4. VGG-16 architecture 

VGG is a convolutional neural network that employs 

very low convolution filters (3x3) and increases the network's 

depth to 16 layers. Figure 4 shows the architecture of VGG-

16. The network receives images with dimensions of 

224x224x3 as input. The first and second layers have 64 

channels with 3x3 filter sizes and the same padding. 

Following a stride max pool layer, two convolution layers 

with 256 filter size and filter size are added. This is followed 

by the identical stride max pooling layer as the previous layer. 

Then, there are two convolution layers with 3x3 and 256 filter 

sizes. There are then two sets of three convolution layers and 

a max pool layer. Each has 512 identical filters with the same 

padding. This image is then sent into a convolution layer 

stack of two. This convolution and max pooling layer's filters 

are 3x3. It also uses 1x11 pixels in some layers to change the 

number of input channels. To prevent the spatial 

characteristic of the image, a 1-pixel padding, also known as 

identical padding, is applied after each convolution layer. By 

layering convolution and max-pooling layers, the researchers 

were able to create a 7x7x512 feature map. This output is 

flattened to produce a feature vector with the index (1, 

25088). In addition, three fully linked layers are present: the 

first layer takes input from the last feature vector and 

generates a (1, 4096) vector, the second layer outputs a (1, 

4096) vector, and the third layer outputs the channels for the 

input classes. Finally, the output of the third fully connected 

layer is passed to the softmax layer to normalize the 

classification vector. 

Figure 4. VGG-16 architecture.  

2.5. Model training 

The aerial images obtained during data gathering were 

enhanced to improve the image representation (Figure 5). It 

includes tasks conducted to manipulate digital images with 

the intention of quality optimization, noise reduction, or 

resolving lighting issues. The contour matching technique 

was used to tackle detection issues caused by the varying 

contours of the item and the complicated scene. Further, the 

images undergo segmentation to annotate the images pixel by 

pixel. This gave a more detailed model. Following the 

segmentation process, the features that contain the necessary 

information of the image input were extracted. The extracted 

features aided in extracting relevant data from the image 

input.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Flow chart of detection-based leaf counting and 

canopy estimation. 

 

After finishing all the steps mentioned above, the training 

process was initialized. The training sets containing 1,343 

images were used for model optimization. The model was 

trained for 25 batch sizes and 50 epochs for 5 days. Other 

parameters include a warm-up period of 1000 iterations, a 

penalty threshold 0.5, L2 regularization of 0.0005, and a 

learning rate 0.001. The neural network models were trained 

with Keras using the TensorFlow backend. The 

experimentation and training of the model were performed 

using a virtual machine with Ubuntu (64-bit) operating 

system. The hardware components of the PC included 

5133MB Base Memory/RAM and 4 Processors. 

 

2.6. Detection-based leaf counting 

The researchers used an Application Programming 

Interface (API) to call out functions to the TensorFlow API 

model written in Python programming language. 

The VGGnet model with 16 layers (VGG-16) was the 

network used for leaf counting. The network is taught to 

identify the leaves present in a coffee tree, using image 

labeling provided in training, and only then count them. To 

reduce the training time and improve the robustness, the 

researchers adapted a pre-trained model instead of training the 

entire network from scratch. The researchers re-trained the 

model on their data. It got the pre-trained configurations of 

the model from the database of leaf images from Mendeley 

Data, which contains more than 4500 images.  

 

2.7. Estimation of canopy coverage 

API was also used to estimate the canopy coverage. A 

pre-trained VGG-16 patch-based CNN model was used. This 

method extracts and calculates the presence of canopy regions 
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in an image. The VGG-16 model was re-trained on the 

researchersô dataset using model weights from Mendeley 

Data's leaf image database. 

 

2.8. Level of greenness 

The level of greenness of the coffee tree was identified 

using NDVI (Figure 6). NumPy Library from Python is used 

in the process. First, the color bands are identified after the 

converting the image into an NIR image. Color bands such as 

red(R), blue(B), and green(G) are classified. The RGB bands 

are plotted in a color histogram, which compromises the 

intensity of the colors and the wavelength of colors present in 

the detected crop. To get the level of greenness of the coffee 

tree, the green color bands are averaged using NumPy. 

Figure 6. NDVI and RGB image acquisition.  

 

2.9. Phenotyping system workflow 

Figure 7 shows the workflow diagram for the 

phenotyping system. Using the --image or --i argument, the 

aerial images are loaded and read by the system. The coffee 

trees present in the input image were detected. Then, the 

detected crops will be converted to NIR images. To do so, the 

input image will be first converted into a grayscale image. 

Then, color channels will be created including, red(R), blue

(B), and green(G) channels. Weights are set for each channel 

whereas R = 0.642, G = 0.532, and B = 0.44.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Workflow diagram for the phenotyping system.  

The sum of the weights is used to normalize the channels. 

Following that, the channels will be combined to produce a 

NIR image. The scale ratio is 255/max to increase the fully 

dynamic range. The result of the conversion will then be 

saved to the disk with the filename ñimage_nir.png.ò 

Following the conversion of the RGB image to the NIR 

image, the system will now have the generated NIR and RGB 

images. The morphological attributes of the detected crops, 

including leaf count, level of greenness, and canopy coverage 

will be extracted using the processes discussed from detection

-based counting to the level of greenness. The systemôs 

predicted values of the morphological attributes will be 

printed to the terminal. 

 

2.10. Evaluation of the phenotyping system 

In this phase, the researchers tested the performance and 

functionality of the system. For object detection, the model 

was tested on a previously unseen dataset, which is the 

remaining 30% of the dataset. The test data must not be used 

in training to avoid overfitting. The researchers used 

Confusion Matrix to calculate the performance accuracy of 

the system. The actual values (ground-truth) were compared 

with the predicted values of the model. The categories used 

for each class were derived: (1) true positive (TP) - an 

outcome where the model correctly predicts the object class 

training, (2) false positive (FP) - nothing is being detected 

when no object must be detected, (3) true negative (TN) - an 

outcome where the model incorrectly predicts the positive 

class. There is a detection even though no object must be 

detected, and (4) false negative (FN) failed to detect an object 

that is required to be detected. Further, the value of the 

predictions of the model can be determined by the following 

metrics: 

Accuracy. It is calculated as the percentage of correctly 

classified predictions to all predictions. 

 

 

 

Precision. It is the ratio of correctly positive predictions 

to the total predicted positive predictions.  

 

 

 

Recall. It is the ratio of correctly positive predictions to 

the total predictions in the actual class.  

 

 

 

F1 Score. The weighted average of precision and recall is 

used to calculate the F1 Score.  

 

 

 

For the leaf count and canopy coverage, the previously 

unseen images were fed to the system and the predicted 

values were recorded. The predicted values were then 

compared to the actual values or measurements taken by the 

researchers. To evaluate the accuracy of the predicted values, 

the following metrics were used: 

(1) 

(2) 

(3) 

(4) 
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Mean Absolute Percentage Error (MAPE). MAPE 

calculates the average of percentage errors. It is a metric for 

prediction accuracy. Table 1 shows the MAPE Interpretation.  

 

 

 

Table 1. MAPE interpretation.  

Mean Square Error (MSE). The mean squared error 

between the predicted and actual value is measured by MSE.  

 

 

 

3. Results and discussion 

The following section provides the features dataset 

collected for training the detection model, followed by the 

details of the ground truth measurements that validate the 

generated results of the system. Then, the results of model 

training, detection, and phenotyping are provided. 

 

3.1. Dataset 

Table 2 presents the date and time taken sequence for 

image acquisition, which started on September 24, 2021, 

when 72 images were acquired. For the next day, seven 

videos were gathered on November 17, 2021, which started at 

3:41 in the afternoon and ended at 4:53 pm. The seven videos 

were processed using extracting frames in MATLAB and 

resulted in 1,103 images with 1 coffee seedling per image. On 

March 3, 2022, the third day of data gathering happened, and 

168 images were acquired. Moreover, the fourth day was on 

March 10, 2022, which started at 11:50 in the morning and 

ended at 12:34 in the afternoon, 190 images were gathered. 

The fifth and sixth days of data gathering where on March 17 

and March 26, 2022, where 130 images (5th day) and 172 

images (6th day) were collected. Lastly, the last day for data 

gathering was April 7, 2022 which 83 images were attained. 

The data gathering resulted in 1,918 images, each image 

having 1 to 3 coffee seedlings. Images were saved as .jpg files 

with filenames that incorporate tray numbers (DJI_0001, 

DJI_0002, DJI_000,3, and so on).  

 

 

 

Table 2. Date and time taken sequence for dataset 

acquisition.  

Aerial images were collected on different days for the 

phenotyping system to achieve the highest possible accuracy. 

Figure 8 shows the (a) overhead shots of the field, and (b) 

sample images for the dataset taken by UAV. Table 2 is also 

presents the sequence of the date and time taken for image 

acquisition. 

Figure 8. (a) Overhead shots of the field, and (b) sample 

image for dataset taken by UAV.  

 

3.2. Ground truth 

Actual measurements of the morphological attributes 

(number of leaves, color of leaves, and canopy coverage 

estimation) of the coffee seedlings were obtained. Figure 9 

shows the relationship between the actual measurements 

(taken manually in the field) and derived measurements 

(taken using image processing methods) that were used to 

generate the ground-truth of true values. The researchers 

achieved a linear graph between actual measurements and 

derived measurements, which means that these two almost 

had the same values or matched each others measurements. 

MAPE was calculated, resulting in 19.9610, which means that 

it was a good forecast. Thus, derived measurements were 

acceptable to become the true values for ground truthing in 

terms of canopy coverage estimation. 

(5) 

MAPE Interpretation 

<10 Highly Accurate Forecasting 

10-20 Good Forecasting 

20-50 Reasonable Forecasting 

>50 Inaccurate Forecasting 

(6) 

Date Taken 
mm/dd/yy 

Start Time End Time No. of Images 

09/24/2021 2:28 PM 2:53 PM 72 

11/17/2021 3:41 PM 4:53 PM 1103 

03/03/2022 1:50 PM 2:50 PM 168 

03/10/2022 11:50 AM 12:34 PM 190 

03/17/2022 11:15 AM 1:49 PM 130 

03/26/2022 12:12 PM 12:55 PM 172 

04/07/2022 12:14 PM 12:44 PM 83 

  Total: 1918 
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Figure 9. (a) Derived measurements (cmĮ) vs. actual 

measurements (cmĮ), (b) actual measurements (cmĮ) vs. 

derived measurements (cmĮ).  

 

3.3. Model training 

Table 3 shows the summary of the VGG-16 architecture. 

The dimensions of the input picture, which is the RGB image 

with depth 3, change to 224x224x3 as it passes through the 

first and second convolutional layers. It has 3x3 convolution 

layers with stride 1 and a maxpool layer with 2x2 stride 2 

filters. The VGG-16 has 16 layers with a total of 25,088 

features after flattening the last convolutional layer and 1000 

nodes in the final layer because the VGG-16 primarily 

learned 1000-class classification tasks.  

Table 4 contains all the data acquired after 20 epochs for 

training loss, validation loss, accuracy, and F1-score. The 

training progress graph for this model is shown in Figure 10, 

which summarizes the data in Table 3. Figure 10 (a) shows 

that as the epoch increases, the training loss decreases while 

the validation loss increases. This graph indicates that the 

system has attained the possible high accuracy of the model. 

Figure 10 (b) shows all the data acquired after 20 epochs for 

accuracy. In comparison, Figure 10 (c) shows all the data 

acquired after 20 epochs for the F1-score. The accuracy of the 

model in the training set is 96.21%, and the F1-Score is 

91.21% after 20 epochs.  

 

 

 

 

 

Table 3. VGG-16 model summary  

 

 

 

(b) 

(a) 

Layer (type) Output Shape Param # 

input 1 

(Input Layer) 
[(None, 224, 224, 3)] 0 

conv1 1 (Conv2D) (None, 224, 224, 64) 1792 

conv1_2 (Conv2D) (None, 224, 224, 64) 36928 

pool1 1 

(MaxPooling2D) 
(None, 112, 112, 64) 0 

conv2 1 (Conv2D) (None, 112, 112, 128) 73856 

conv2_2 (Conv2D) (None, 112, 112, 128) 147584 

pool2 1 

(MaxPooling2D) 
(None, 56, 56, 128) 0 

conv3 1 (Conv2D) (None, 56, 56, 256) 295168 

conv3_2 (Conv2D) (None, 56, 56, 256) 590080 

conv3 3 (Conv2D) (None, 56, 56, 256) 590080 

pool3 1 

(MaxPooling2D) 
(None, 28, 28, 256) 0 

conv4_1 (Conv2D) (None, 28, 28, 512) 1180160 

conv4 2 (Conv2D) (None, 28, 28, 512) 2359808 

conv4 3 (Conv2D) (None, 28, 28, 512) 2359808 

pool4 1 

(MaxPooling2D) 
(None, 14, 14, 512) 0 

conv5 1 (Conv2D) (None, 14, 14, 512) 2359808 

conv5 2 (Conv2D) (None, 14, 14, 512) 2359808 

conv5_3 (Conv2D) (None, 14, 14, 512) 2359808 

pool5 1 

(MaxPooling2D) 
(None, 7, 7, 512) 0 

flatten (Flatten) (None, 25088) 0 

fc 1 (Dense) (None, 4096) 27336989 

fc 2 (Dense) (None, 4096) 8784825 

predictions (Dense) (None, 1000) 1474944 

Total params  52,311,446 

Trainable Params  52,311,446 

Non-trainable 

Params 
 0 
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Table 4. Accuracy of the model training.  

Figure 10. (a) Training and validation loss, (b) accuracy, and 

(c) f1-score. 

 

3.4. Detection-based Leaf Counting 

In Figure 11, the TensorFlow API is accessed via the 

web. The identified images of the coffee trees were uploaded 

to the web server and loaded to the re-trained VGG-16 model. 

The model processed the image and counted the number of 

leaves on the coffee tree. The predicted values were then sent 

to the API web server again, then back to the phenotyping 

system to display the results of the leaf count in the output 

terminal. Table 5 presents the tally of the predicted values of 

leaf count acquired from 500 test sets for the extraction of the 

morphological features fed on the phenotyping system. 

Figure 11. Extraction of leaf count 

 

Table 5. Leaf count distribution table of the 500 test sets.  

3.5. Estimation of canopy coverage 

Figure 12 also used API, but a different pre-trained 

model was used to estimate canopy coverage. As with leaf 

counting, the TensorFlow API is accessed via the web. The 

identified images were saved to a web server before being fed 

into the re-trained VGG-16 patch-based CNN model. The 

image was processed by the model, which calculated the 

Epoch 
Training 
Loss 

Validation 
Loss 

Accuracy F1-Score 

1 0.0391 0.0479 0.9563 0.9603 

2 0.0296 0.0434 0.9591 0.9091 

3 0.0221 0.0485 0.9591 0.9091 

4 0.0169 0.0483 0.9605 0.9105 

5 0.0130 0.0537 0.9615 0.9115 

6 0.0103 0.0551 0.9621 0.9121 

7 0.0082 0.0612 0.9622 0.9122 

8 0.0069 0.0633 0.9616 0.9116 

9 0.0055 0.0670 0.9613 0.9113 

10 0.0046 0.0712 0.9609 0.9109 

11 0.0004 0.0783 0.9614 0.9114 

12 0.0033 0.0764 0.9617 0.9117 

13 0.0030 0.0799 0.9618 0.9118 

14 0.0025 0.0832 0.9620 0.9120 

15 0.0023 0.0828 0.9613 0.9113 

16 0.0022 0.0848 0.9610 0.9110 

17 0.0019 0.0867 0.9614 0.9114 

18 0.0016 0.0894 0.9621 0.9121 

19 0.0016 0.0912 0.9615 0.9115 

20 0.0014 0.0903 0.9621 0.1921 

(a) 

(b) 

(c) 

No. of Leaves Frequency 

1 - 4 1 

5 - 8 10 

9 - 12 179 

13 - 16 163 

17 - 20 122 

21+ 3 

Total 478 
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coffee tree's canopy coverage. The predicted values were then 

sent back to the API web server before being sent back to the 

phenotyping system to display the canopy coverage results in 

the output terminal. Table 6 summarizes the predicted canopy 

coverage values obtained from the phenotyping system.  

Figure 12. Extraction of canopy coverage. 

 

Table 6. Canopy coverage distribution table of the 500                  

test sets. 

 

 

 

 

 

 

 

 

 

 

 

3.6. Level of greenness 

In Figure 13, the RGB image was converted to an NIR 

image. After that, the color bands (RGB) were identified, 

producing the NDVI image. The RGB bands were then 

plotted in a color histogram, which consisted of the intensity 

and wavelength of colors detected on crops. Through this, the 

leaf color was extracted by averaging the green color bands 

from the color histogram. The proponents used a scale of 1 to 

10 to represent the level of greenness of the coffee tree. Table 

7 represents the leaf color intensity scaling from 0 to 10 and 

also the frequency of each. As the result of the graph 

provided, most coffee crops have a leaf color intensity 10.  

Figure 13. Extraction of leaf color intensity. 

 

 

Table 7. Leaf color intensity distribution table of the 500 test 

sets. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.7. Phenotyping system program execution 

The researchers developed a phenotyping system of 

extracting morphological attributes from aerial images of 

coffee trees in Python. To run the program, a command 

terminal was utilized and the run.py script was responsible for 

loading and saving images. Figure 14 presents the 

phenotyping system, demonstrating the object detection and 

extraction of the morphological attributes of coffee tree aerial 

images. Figure 14(a) shows the object detection of coffee 

trees present in the input image.  

First, the image is loaded into the command terminal. 

The aerial image was read, and then the coffee crops were 

detected through the VGG-16 model. 

In Figure 14(b), extraction of morphological attributes 

took place. From the crops recognized by object detection, 

morphological attributes were extracted. For the leaf color, 

identified crops were pre-processed by the system to produce 

grayscale and contour-matching images. The RGB image is 

then converted to an NIR image, yielding the NDVI image. 

The green color bands were then averaged resulting in the 

extracted level of greenness of the coffee tree. For the canopy 

coverage and the leaf count, the system used an API and pre-

trained models. VGG-16 patch-based CNN model was used 

for canopy coverage, while VGGnet model with 16 layers 

was used for leaf count. Identified crops of coffee tree  

images were processed through these models to extract the 

morphological attributes. As a result, the predicted values of 

the estimation of canopy coverage, number of leaves, and 

level of greenness were displayed in the output terminal of the 

system.  

Canopy Coverage (cmĮ) Frequency 

1 - 20 64 

21 - 40 169 

41 - 60 110 

61 - 80 64 

81 - 100 42 

101+ 29 

Total 478 

Leaf Color Intensity  Frequency 

0 7 

1 7 

2 4 

3 7 

4 5 

5 3 

6 6 

7 4 

8 9 

9 1 

10 447 

Total 500 
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Figure 14. Phenotyping system showing the (a) object 

detection of coffee trees and (b) extraction of morphological 

attributes. 

 

3.8. Testing of the phenotyping system 

About 500 previously unseen coffee crops were fed to the 

system for testing. Out of the 500 coffee crops, the following 

were the results of the two sample test images of the 

phenotyping system. Table 8 demonstrates the corresponding 

output for each input of the sample test images. The filename 

of the sample test image was entered into a common terminal 

as the input of the phenotyping system. For each input, there 

are two sets of outputs. The first set of outputs was the results 

for the leaf count, level of greenness, and canopy coverage for 

each detected crop. These results were displayed in the 

terminal. Meanwhile, the second set of output was the images 

generated by the phenotyping system, which was saved to 

disk. 

 

Table 8. Results of the two sample test images of the 

phenotyping system. Results of the two sample test images of 

the phenotyping system.  

3.9. Evaluation of the performance of machine vision in 

phenotyping 

 

Table 9 shows the values obtained for the evaluation 

metrics of object detection through the confusion matrix. The 

accuracy acquired was 0.91478, precision was 0.925208, 

recall was 0.9382, and F1-score was 0.93166, all high values 

indicating that the model used in object detection was good 

and accurate.  

 

Table 9. Evaluation results for the object detection.  

Figure 15 shows that the predicted and true values for the 

leaf count overlap, indicating that the values obtained were 

relatively close. Based on the MAPE interpretation metrics, 

the calculated MAPE for the leaf count was 11.6093, 

indicating that it is a great prediction. 

Figure 15. Predicted values vs true values.    

 

Figure 16 shows the canopy coverage between the true 

and predicted values of the coffee crops. It demonstrates that 

the majority of the values obtained manually and through the 

system have a high linear correlation.  

(a) 

(b) 

Accuracy Precision Recall F1-Score 

0.91478 0.925208 0.9382 0.93166 
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Figure 15. Predicted values vs true values.    

 

Figure 16 shows the canopy coverage between the true 

and predicted values of the coffee crops. It demonstrates that 

the majority of the values obtained manually and through the 

system have a high linear correlation.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16. Data evaluation of canopy coverage of coffee 

crops (predicted values vs true values). 

 

The MSE and MAPE between the true and predicted 

canopy coverage values were also calculated; the MSE and 

MAPE are 246.1403 and 15.6662, respectively. These values 

are low errors indicating good prediction accuracy.  

However, MSE, or Mean Squared Error, is not a good 

indicator of accuracy for the system since it is affected by the 

standard error, is based on the square of error, and is scale-

dependent, whereas MAPE is not since it can be computed 

with respect to data that are guaranteed to be strictly positive. 

That is why MAPE is a more precise metric. 

 

4.  Conclusions 

This study focuses on developing a phenotyping system 

for aerial images of coffee trees using machine vision. A 

single camera drone was used for data gathering, and the 

researchers were able to establish a total number of 1,918 

aerial images dataset of coffee trees. It was divided into two 

sets: training and testing, with a 70:30 ratio of 1,343 images 

for training and 575 for testing. Using a Python-based 

phenotyping system, the researchers were able to extract the 

morphological characteristics of leaf count, leaf color 

intensity, and canopy coverage of the coffee trees. VGG-16 

was used for object detection and extraction of leaf count, 

NDVI was used to determine the level of greenness, and 

VGG-16 patch-based CNN model was used to estimate 

canopy coverage.  

The evaluation results show that the model for object 

detection has a high accuracy rate with a value of 0.91478 for 

accuracy, 0.925208 for precision, 0.9382 for recall, and 

0.93166 for f1-score. The MAPE for leaf count was 

11.6093%, and 15.6662% for canopy coverage, indicating 

that the phenotyping system has good forecasting accuracy in 

extracting the morphological characteristics of coffee trees. 

  The researchers would like to make the 

following recommendations for future researchers. These 

suggestions may help improve and enhance the phenotyping 

system for coffee trees. The researchers suggested getting the 

leaf color of coffee crops based on their nitrogen level 

content. With this, coffee crops can be determined if they are 

healthy or not. Other algorithms can be used by future 

researchers in getting the morphological attributes of coffee 

crops to possibly get a higher accuracy for the phenotyping 

system. Future researchers can make a Graphical User 

Interface (GUI) for the phenotyping system for coffee trees 

which will provide a convenient and intuitive way to operate 

the phenotyping system for coffee trees.  
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ABSTRACT 

The recent advancements in virtual reality and augmented reality technologies have significantly enhanced the tourism sector by 

providing immersive experiences of various tourist destinations and heritage sites. This research introduces MR TOURGUIDE, 

a cultural adaptive mapping platform that uses mixed reality to create a comprehensive and interactive virtual environment. The 

platform utilizes cultural mapping to mobilize community collaboration through various strategies, building a knowledge base of 

integrated images, objects, and videos within a 360-degree virtual environment. In the COVID-19 pandemic, which has imposed 

severe restrictions and closures in the tourism industry, MR TOURGUIDE offers an innovative solution to preserve and promote 

cultural heritage remotely. 
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360 images and videos is mostly as realistic as possible while 

completely constraining user movement.   

Through mixed reality (MR), people can virtually visit 

cultural and heritage sites from the comfort of their homes 

and away from health risks, particularly during the pandemic. 

It enables people with physical disabilities, financial 

constraints, or geographic limitations to virtually experience 

destinations they might not otherwise be able to visit. Post-

pandemic, this platform can be used to visualize and simulate 

the original state of partially damaged sites to enhance 

appreciation and understanding of cultural heritage. MR can 

also allow tourists to experience a teaser of a destination, 

encouraging them to visit in person, which can help boost the 

tourism sector.  

 

2.  Materials and methods 

To create a virtual environment, the researchers utilized 

an open-source 3D graphics software toolset (Figure 1). 

Figure 1. Methodology. 

1. Introduction 

Tourism is an important sector of the Philippine 

economy. In 2015, the travel and tourism industry contributed 

10.6% to the country's GDP (Manila Bulletin, 2016). The 

Philippines is an archipelagic country composed of 7,641 

islands, divided into 17 regions and 82 provinces. The 

country is known for having its rich biodiversity as its main 

tourist attraction (eTravel Pilipinas, 2009). Its beaches, 

heritage towns and monuments, mountains, rainforests, 

islands, and diving spots are among the country's most 

popular tourist destinations. 

With COVID-19 afflicting the world, its effect on the 

tourism sector is worth mentioning. It is also believed that the 

tourism landscape will never be the same after the COVID-19 

pandemic. Unless a vaccine is developed, the threat of 

another outbreak is always a possibility so safety will be the 

paramount concern of most of our visitors (tourism.gov.ph., 

2020). Hence, the tourism industry needs to adopt stringent 

measures required to survive, thrive, and stay resilient under 

the new normal.  

Many sectors are now migrating their business into 

various online platforms to reach more clients. Tourists can 

also enjoy the rich Philippine culture and arts from the 

comfort of their seats. Thus, the tourism sector can innovate 

and use technology in the delivery of its services. Attractions 

can be augmented to fill the gap between ICT innovations and 

different tourists. 

Virtual reality (VR) allows the user freedom of choice, 

safety, identity, and privacy without coercion or deception. It 

provides a world that is enjoyable to see and interact with 

while eliminating dangerous or extraneous features or entities 

that might negatively impact the user experience. VR using 

*Corresponding author   

Email address: johnrichard.esguerra@g.batstate-u.edu.ph  

IRJIEST 7 (2021) 44-49 

Available online at irjiest.batstate -u.edu.ph  

IRJIEST 8 (2022) 10 - 14 

Available online at https://ojs.batstate -u.edu.ph  

IRJIEST  10(2)  2024  40 - 44 

Available online at https://ojs.batstate -u.edu.ph  

http://irjiest.batstate-u.edu.ph
https://ojs.batstate-u.edu.ph
https://ojs.batstate-u.edu.ph/


 

  

 

Esguerra et al. / IRJIEST  10(2)  2024  40 - 44 

 

41 

The app generates an equirectangular photo, as shown in 

Figure 2, which will then be used as a virtual reality 

environment.  

Figure 2. An equirectangular photo of a museum.  

 

To create the full 3D virtual tour experience, the gathered 

data undergone the following processes: post-processing of 

360-degree pictures, 3D projection, object augmentation, 

HTML importing, the addition of hotspots, historical 

information, background sounds, and narration auto tour 

setup. 

The data was manually stitched from two fisheye 

captures using Adobe Photoshop, to create a seamless 

equirectangular image. The stitching process involved 

aligning the fisheye images based on control points and 

blending the overlapping regions to minimize visible seams. 

This process resulted in an equirectangular capture with a 

resolution of 5792x2896 pixels. To enhance the quality, 

Adobe Sensei AIôs Super Resolution function was utilized, 

which employs advanced machine learning algorithms to 

analyze image details and interpolate additional pixels, 

effectively doubling the resolution to 11584x5792 pixels. The 

Super Resolution function adjusts for artifacts and enhances 

textures, ensuring sharper and more detailed outputs. This 

improved resolution allowed for more accurate projection of 

textures onto the walls in the 360-degree environment, as 

reflected in Figure 3. The combination of manual stitching 

and AI-driven resolution enhancement ensures high-quality 

results, though specific parameters, such as noise reduction 

and edge refinement, were adjusted to optimize the output 

quality and ensure the reproducibility of the method.  

Figure 3. Photo of a low poly 3D model using camera 

projection. 

After stitching, low-poly 3D models are created using 

camera projection techniques. Textures for each wall are 

derived from the projected 360-degree image shown in Figure 

4. The 3D model is divided into multiple parts, each mapped 

with unique texture coordinates to ensure accurate alignment 

of the 360-degree image. The final model is exported in GL 

Transmission Format (glTF) to facilitate seamless integration 

into web environments. 

Figure 4. Poly 3D model. 

Then, a combination of tools, including Adobe software 

for texture preparation, Blender 3D for modeling and UV 

mapping, and the Three.js JavaScript library for rendering 

were utilized. As shown in Figure 5, UV mapping is applied 

to one of the model parts, where the corresponding texture 

from the 360-degree image is baked into the UV layout. This 

ensures that textures are optimized for rendering and reduces 

unnecessary computation during runtime.  

Figure 5. UV Map. 

 

The baked textures are stored in a nested array, with each 

element representing a specific texture mapped to the 3D 

model. These textures, along with the glTF files, are 

integrated into a WebGL-based 3D environment for real-time 

rendering. Performance optimization strategies were 

implemented to ensure smooth interaction, including reducing 
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texture sizes to balance visual quality and loading speed, 

simplifying the 3D geometry to minimize rendering times, 

and leveraging Three.jsôs efficient resource management 

features. 

To enhance the user experience, a custom function was 

developed to enable smooth transitions between hotspots. As 

illustrated in Figure 6, when a user clicks on a hotspot, the 

camera smoothly moves to the corresponding hotspot 

position, minimizing latency and providing an immersive 

experience. The transition mechanism involves interpolating 

the cameraôs position and rotation using easing functions, 

while asynchronously loading the required texture for the 

selected hotspot to avoid frame drops. This ensures seamless 

navigation and reduces delays in rendering the updated scene.  

Figure 6. Hotspot transition.  

 

When the user clicks on the info spots shown in Figures 7 

and 8, information about the heritage site, such as a brief 

history, is automatically generated and displayed on the 

screen. These info-spots are implemented using custom 

scripts in Three.js, through event listeners to detect user 

interactions. Each info-spot is represented as a 3D object 

within the scene, and raycasting is used to determine when a 

userôs click intersects with an info-spot.  

Figure 7. Info-spot. 

Figure 8. Augmented information.  

Upon detecting a click event, the system retrieves the 

associated metadata for the selected info-spot from a 

predefined data structure and renders it in a UI overlay. To 

ensure smooth navigation, camera movements are 

programmed with Three.js easing functions, creating a natural 

transition to the corresponding hotspot or point of interest. 

The transitions use linear interpolation (LERP) for position 

and quaternion slerp for rotations, providing a fluid user 

experience. 

Additionally, optimizations such as asynchronous data 

fetching are implemented to minimize latency when loading 

and displaying site information. This ensures that the 

interactive features remain responsive, and the navigation 

experience remains immersive, even in resource-constrained 

environments. 

There is also an interactive map that the users could 

access to show the location of each heritage site that is 

available in the virtual tour (Figure 9). 

Figure 9. Interactive map. 

 

Table 1 lists information about four different web 

browsers: Google Chrome, Microsoft Edge, Mozilla Firefox, 

and Safari. Each browser is listed with its key version 

number, VR/AR support, and memory usage.  

 

Table 1. Cross Browser Testing.  

All four browsers listed in Table 1 have VR/AR support, 

as indicated by the "Yes" in the VR/AR Support column. 

Google Chrome and Microsoft Edge are both based on the 

Chromium browser engine and are both 64-bit versions. 

Mozilla Firefox is also a 64-bit browser. Safari, on the other 

hand, is Apple's proprietary browser, which is only available 

on Apple devices. 
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Browser 
Category 

Key version 
VR/AR 
Support 

Memory Usage 

Google 
Chrome 

Version 
109.0.5414.120 
(Official Build) 
(64-bit) 

Yes 4700 MB 

Microsoft Edge 

Version 
109.0.1518.69 
(Official Build) 
(64-bit) 

Yes 4700 MB 

Mozilla Firefox 109.0 (64-bit) Yes 4700 MB 

Safari Safari 5.1. 7 Yes 4700 MB 
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In terms of version numbers, Google Chrome is the most 

up-to-date browser listed in Table 4, with the latest official 

build. Microsoft Edge is also a relatively recent version, but 

its version number is not as high as Google Chrome's. Mozilla 

Firefox's version number is less specific and does not indicate 

whether it is an official build or not. Finally, Safari 5.1.7 is an 

older version of the browser and may not have the same 

features or security updates compared to recent versions. 

Additionally, all four browsers use 4700 MB of memory, 

which is a relatively high amount. With this required memory 

usage, users with low-end devices can experience 

performance issues such as slow loading times, application 

crashes, or platform instability. Additionally, prolonged high 

memory usage may cause overheating and battery drainage on 

mobile devices.  

To validate the user experience of the platform, the 

researchers created an instrument that gathered insights on the 

platformôs attractiveness, ease of use, stimulation, and 

innovativeness. The researchers used a descriptive method in 

analyzing and interpreting the data gathered through survey 

questionnaires. Descriptive research aims to accurately and 

thoroughly describe a population, situation, or phenomenon. 

The respondents are the representatives from private and 

public institutions who attended the validation phase of the 

project. The study used researcher-made questionnaires to 

determine the userôs experience of the application. Scales of 1 

to 4 were used to determine the level of userôs experience 

with 1 for user with the lowest experience and 4 with the 

highest experience. Moreover, the mean and composite mean 

were used as statistical tools to determine the experience of 

the respondents with the technology. 

The validation was carried out using the userôs 

experience in terms of the virtual tour's attractiveness, ease of 

use, stimulation, and innovativeness. Attractiveness is the 

overall impression of the product, the degree of likeness, and 

the disagreement of the user with the product. 

Figure 10 shows that the majority of the respondents had 

a positive experience with a composite mean of 3.56 and 

found it to be enjoyable. The high number of participants who 

voted for "strongly agree" further emphasizes this positive 

experience.  

Figure 10. Attractiveness of the product.  

 

Ease of use is the familiarity with the product and 

easiness of the use of the product. Figure 11 shows that the 

majority of the respondents found it easy to learn and use 

with a composite mean of 3.65. The high number of 

participants who voted for "strongly agree" further 

emphasizes the product's ease of use. 

Figure 11. Ease of use of the product. 

 

Stimulation is measured by the excitement of the user to 

the product. Figure 12 shows that the majority of the 

respondents found it to be interesting and exciting with a 

composite mean of 3.88. The high number of participants 

who voted for "strongly agree" further emphasizes this 

positive experience.  

Figure 12. Stimulation of the product. 

 

Figure 13 shows that the majority of the respondents 

found it to be innovative and remarkable with a composite 

mean of 3.67. 

Figure 13. Innovativeness of the product. 

 

4. Conclusion 
Based on the results and discussion, all four web 

browsersðGoogle Chrome, Microsoft Edge, Mozilla Firefox, 

and Safariðprovide VR/AR support and exhibit a consistent 

high memory usage of 4700 MB, which shows that any of 

these is a good browser for MR TOURGUIDE. This suggests 

that regardless of the browser chosen, users can expect a 

similar level of support for virtual and augmented reality 

technologies. However, the high memory usage across all 

browsers may be a concern for users with limited system 

resources. 

The survey data strongly suggests that the respondents 

perceive MR TOURGUIDE as highly attractive. It provides 

an intuitive and accessible user experience, which is crucial 

for customer satisfaction and can contribute to its overall 

success in the target market. MR TOURGUIDE also provides 

an engaging and stimulating user experience and offers novel 

and creative features, which can make it stand out in the 

market and attract users who value innovation. 
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ABSTRACT 

This study optimized biodiesel production from waste palm, vegetable, and coconut oils using a CuO/CaO catalyst derived from 

kuhol (Sulcospira) shells. Preheating and filtration improved oil quality, and low free fatty acid (FFA) levels (<2 wt%) allowed 

direct aeration-assisted transesterification. CuO/CaO particles significantly enhanced the transesterification process. A two-

factorial, three-level design was employed to evaluate the relationship between varying operating conditions and biodiesel yield 

for different waste cooking oils. The properties of pure biodiesel (B100) and blended biodiesel (B5) were compared to the 

Philippine National Standards for coconut methyl ester. Results showed that the majority of properties for B100 and B5  

conformed to the standards. The lower values of FFA content, acid value, saponification value, and moisture content indicate 

favorable properties for the highest biodiesel conversion yield achieved using CuO/CaO. Engine emission testing results for 

B100 and B5, reveal significantly lower emissions compared to commercial diesels. Additionally, emission results imply the 

potential of B100 as an efficient and sustainable additive to commercially available diesel. 

 

Keywords: aeration, biodiesel, central-composite design, heterogeneous catalyst, transesterification, waste cooking oil 
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Methanol is commonly used due to its high reactivity, 

ensuring efficient production of fatty acid methyl esters 

(FAME), which constitute biodiesel. The by-product, 

glycerol, can be repurposed for various industries, such as 

cosmetics, food production, and oleochemicals. Without a 

catalyst, this reaction would require extreme conditions of 

temperature and pressure, rendering it economically and 

technically unfeasible.  

Biodiesel can be produced in the presence of a catalyst 

by transesterification of vegetable oil or animal fat with 

alcohol. A low-cost heterogeneous catalyst has been 

extensively studied for biodiesel production. It was noted that 

various types of natural waste shells could be used to generate 

bio-based calcium oxide (CaO) with comparable chemical 

properties that significantly enhance transesterification 

activity. The oxygen anion present on its surface is 

responsible for the catalytic impact of CaO in the reaction. 

However, the stability of CaO-catalyzed transesterification is 

limited, and studies have demonstrated a decrease in catalytic 

reactivity when the catalyst is reused multiple times. This 

resulted in the utilization of mixed metal oxides (MMOs) for 

better transesterification reactivity during biodiesel 

production. The combination of multiple metal oxides in 

hetero-metal catalysts (e.g., CuO/CaO) provides synergistic 

effects that improve catalytic efficiency, such as better 

adsorption of reactants and enhanced electron transfer during 

transesterification.  

Heterogeneously catalyzed biodiesel synthesis has gained 

preference due to its environmental benefits, lower water 

usage, and easier product separation. The use of 

heterogeneous catalysts like MMO [4] and CaO derived from 

snail or waste shells [5] enables effective recovery, 

regeneration, and reusability. The catalyst made from waste 

shells allows for the production of renewable catalysts while 

1. Introduction 
For several years, fuel production and consumption have 

been major contributors to greenhouse gas emissions, 

prompting extensive research on sustainable alternatives. In 

2023, global energy-related carbon emissions rose by 1.1%, 

adding 410 Mt to reach a record 37.4 Gt, compared to a 1.3% 

rise (490 Mt) in 2022. Over 65% of the 2023 increase came 

from coal emissions [1]. The depletion of petroleum reserves 

and worsening environmental issues have driven the pursuit 

of renewable energy sources, with biodiesel emerging as a 

promising alternative. Biodiesel offers significant 

environmental and economic benefits, being non-toxic, 

biodegradable, and derived from locally available resources, 

which reduces pollution. This study focuses on optimizing 

biodiesel production using innovative approaches such as 

aeration-assisted transesterification with particles as catalysts. 

The higher brake thermal efficiency of biodiesel, 

approximately 26% and 23% compared to petroleum diesel 

[2], aligns with this researchôs objective to develop a cost-

effective and sustainable catalyst for improved biodiesel yield 

and quality.  

Biodiesel is typically produced through 

transesterification, a reversible reaction in which fatty acids, 

alcohol, and catalysts are combined as reactants [3]; where 

triglyceridesðthe main components of oils and fatsðare 

converted into biodiesel and glycerol by reacting with 

alcohol, typically methanol or ethanol, in the presence of a 

catalyst. This process is crucial for transforming raw oils and 

fats into a sustainable and environment-friendly fuel source. 

Catalysts, which can be strong bases, acids, or solid materials, 

facilitate the cleavage of ester bonds in triglycerides, lowering 

activation energy and enhancing reaction efficiency. 
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also recycling the waste created [6,7]. These catalysts 

facilitate reaction efficiency while reducing purification costs 

and minimizing waste, making them eco-friendly alternatives 

to homogeneous catalysts such as sulfuric acid. Additionally, 

their derivation from low-cost, renewable biowaste materials 

enhances their cost-effectiveness and sustainability. Other 

examples include CaO derived from snail shells, calcined 

dolomite (CaO-MgO), and sodium-loaded pumice.  

Optimal reaction conditions are equally important in 

ensuring the success of transesterification. For methanol-

based systems, reaction temperatures typically range from 

60 ÁC to 70 ÁC, and a high alcohol-to-oil molar ratio, such as 

6:1, drives the reaction toward completion. Sufficient reaction 

time and effective agitation are crucial to maximize the 

conversion of triglycerides into biodiesel. These factors, 

along with efficient heterogeneous catalysts, contribute to a 

more sustainable and economically viable biodiesel 

production process. 

The increasing problem of food waste has also opened 

avenues for sustainable biofuels. Waste cooking oils (WCOs), 

a by-product of cooking processes, primarily from frying at 

high temperatures, and is composed of used vegetable oils or 

animal fats mixed with food residues, free fatty acids (FFAs), 

and water, generated in restaurants, fast-food chains, and 

catering establishments represent a significant feedstock for 

biodiesel production. These oils are rich in FFA, making them 

a valuable yet challenging resource.  In the Philippines, where 

a typical city consumes approximately 35,000 L of cooking 

oil per month from households and commercial 

establishments, the resulting WCO presents both a challenge 

and an opportunity. While some WCO is recycled and reused 

for cooking, its contamination with impurities and residues 

raises concerns about its safety for human consumption. 

Proper management and pretreatment, including filtration, 

degumming, and acid esterification, are essential to improve 

WCO quality and ensure successful transesterification. 

Repurposing WCO for biodiesel production offers a 

sustainable solution, reducing environmental pollution while 

converting waste into a renewable energy source, for a heavy 

cooking oil-consuming countries like the Philippines. 

The choice of catalyst is critical in determining the 

efficiency and sustainability of the transesterification process. 

This study employs CuO/CaO particles derived from kuhol 

(Sulcospira) shells as a heterogeneous catalyst. These 

particles exhibit a high surface area and provide basic sites 

that promote the formation of methoxide ions, which attack 

the carbonyl group of triglycerides, driving their conversion 

into biodiesel and glycerol. Unlike homogeneous catalysts, 

which dissolve in the reaction medium, heterogeneous 

catalysts remain in a separate phase from the reactants, 

offering significant advantages in biodiesel productionð

easier catalyst recovery and regenerability, enhancing the 

overall efficiency and cost-effectiveness of the process.  

The selected WCOsðvegetable oil, palm oil, and 

coconut oil were fed to the direct aeration-assisted 

transesterification reactor with methanol and catalysts 

particles.  The  transesterification system required bubbling of 

WCO to enhance its reaction with methanol. Production of 

crude biodiesel took place and was followed by washing to 

remove glycerin. After the washing stage, neat biodiesel was 

collected. The physicochemical properties of the biodiesel 

were analyzed using gas chromatography, and blended 

biodiesel (B5) was compared to industry standards, including 

the Philippine National Standard (PNS) for coconut methyl 

ester (CME). 

In light of recent innovations and discoveries,                         

the utilization of waste materials as components of biofuels                  

will be a major development on a global scale. Accordingly,               

this study aimed to optimize biodiesel production from 

selected WCOs through an existing aeration-assisted 

transesterification reactor, employing a heterogeneous 

catalyst and comparing the properties of the produced 

biodiesel to industry standards.  Furthermore, the impact of 

the process and the physicochemical properties of raw 

materials were determined. Through the use of these 

components in biodiesel production, various economic and 

ecological issues were addressed including solid and food 

waste management.  

 

2.  Materials and methods 

 

2.1. Materials  

The materials used in this study are WCOs (vegetable, 

palm, and coconut oils) waste kuhol shells, copper (II) 

chloride dihydrate, and sodium hydroxide pellets. 

 

2.2. Preparation and pre-treatment of WCOs 

The production of biodiesel in this study utilized specific  

WCOs as the main raw material (Figure 1). These oils were 

sourced from selected food establishments known for 

generating substantial quantities of WCOs, ensuring a 

sufficient supply for the process. Approximately 220 L each 

of vegetable oil, palm oil, and coconut oil were allocated by 

the operation matrix, including the duplication. The initial 

stage of the pre-treatment of the WCOs samples involved             

pre-heating.  In this pretreatment process, the oil was loaded 

into the main reactor tank and was pre-heated at 55-60 ÁC. 

Afterwards, the collected oil samples were filtered using a 

filter cloth placed on the mesh located in the existing 

prototypeôs oil storage tank. Upon preparing the setup, the oil 

feedstock was carefully dispensed from containers, and the 

lever-type handle of the equipment was pulled to push the 

volume of oil through the filtration system. Since WCOs 

often contain impurities that could significantly affect the 

operation, a purification step was implemented. This process 

utilized a basic filtration system comprising a strainer, filter 

cloth, and heater to ensure that no unnecessary food particles, 

fats, or contaminants, regardless of size, will be included in 

the optimization process. In addition, the esterification 

process was conducted based on the characterized FFA 

content of the oil samples.  
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2.2 Preparation of catalyst 

About 5 kg of kuhol shells, as the source of the CaO 

catalyst, were gathered in sacks and containers directly from 

the wet market and various restaurants in Batangas and then 

cleaned with running water. There is a separate extraction for 

the copper oxide, which was done through a different 

chemical process using various reagents, such as copper(II) 

chloride dihydrate, sodium hydroxide pellets, ethanol, and 

deionized water. 

The waste kuhol shells from seafood restaurants and 

fields in Lucena City, Quezon Province were treated through 

several chemical processes to produce CaO catalyst. The 

shells were washed to remove any impurities, and sun-dried. 

Then, it was dried again using a cabinet dryer at 80 ÁC for 

2 h. After drying, the waste shells were statically calcined in a 

muffle furnace at approximately 900 ÁC for 3 h. The calcined 

shells were crushed and sieved in a 200-mesh screen until 
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Figure 1. Schematic diagram of methodology.  

Pre-treatment and Characterization of WCO 

Synthesis of CuP/CaO Catalyst 

Aeration-Assisted 

Transesterification 

Preparation of Mixed-Metal Oxide Catalyst 



 

  

white CaCO3 powder was obtained. Before being used, all 

calcined and crushed samples were stored in glass bottles to 

avoid reactions with CO2 and water vapo. Then, the CaCO3 

was refined using the sol-gel method.  

During the sol-gel method, a 200 mL HCI (concentrated) 

and 200 mL NaOH (concentrated) was added to 20 g of 

CaCO3 via hydrolysis using a two-neck distillation flask and a 

condenser. The gel that was produced in this setup was aged 

overnight at ambient temperature and was filtered and washed 

with distilled water several times to obtain clear gel. The gel 

was vacuum-dried then calcined at 900 ÁC for 1 h. During the 

sol-gel and calcination processes, the CaCO3 turned to CaO 

and CO2.  

For  CuO synthesis, 50 g of CuCI2Å2H2O and 30 g of 

NaOH pellets were dissolved in ethanol separately. At room 

temperature, dropwise addition of NaOH solution to 

CuCI2Å2H2O solution was carried out with steady stirring. As 

the reaction progressed, the hue of the solution changed from 

green to bluish-green, then black. CuO was the dark 

precipitate. These particles were washed with deionized water 

and ethanol three to four times using centrifugation at 

4000 rpm for 10 min. to remove impurities. Finally, the CuO 

nanoparticles (NPs) were scraped from the centrifuge vials 

then dried in a multipurpose oven. 

In various biodiesel processes, mixed-metal oxides are 

effectively used as catalysts, typically at a 1:1 molar ratio [4]. 

CuO/CaO catalyst was made by mixing 50 ml deionized or 

distilled water with 1:1 CuO-NP and CaO powder. Due to 

their identical catalytic properties that can be exploited in 

biodiesel production, metal oxide prefers to mix at an equal 

concentration. The mixture was agitated for 5 h at 40 , then 

passed to a vacuum filter and dried in a universal oven to 

remove any water content. Then, the catalyst was calcined for 

3 h at 600  to get rid of any adsorbed moisture. Afterward, 

the calcined CuO-CaO catalyst was ground and sieved in a 

200-mesh screen to become NPs. The CuO-CaO catalysts 

were stored in sealed glass containers.  

 

2.2. Characterization of WCOs 

Improper disposal of WCOs, stemming from various 

establishments and households, is a significant contributor to 

water pollution. Excessive and uncontrolled disposal poses 

environmental risks, making biodiesel production from 

WCOs a promising solution to this issue. To achieve this, the 

physicochemical properties of three selected WCOs were 

characterized following their purification. Analytical 

techniques were used to determine key properties, including 

density, viscosity, FFA content, acid value, saponification 

value, and moisture content. Density was measured using a 

pycnometer bottle, with oils heated, and weighed before and 

after filling with a 50 mL oil sample. Viscosity was assessed 

using a Brookfield viscometer at 25 ÁC and a constant speed 

of 100 rpm for 1 min. FFA levels were determined using the 

AOCS Method Ca 5a-40, involving titration of a neutralized 

ethanol-oil solution. Acid value was calculated through 

titration with KOH until a light pink color appeared. 

Saponification value was obtained by saponifying the oil 

sample, followed by titration with HCI. Moisture content             

was measured by drying the oil samples in a vacuum oven at 

30 ÁC and calculating the percentage weight loss.  

 

2.3. Transesterification process 

Transesterification was done using an aeration-assisted 

system, consisting of four stages: preheating, synthesis, 

washing, and polishing.  Aeration was employed to enhance 

the contact between the WCOs and catalyst, resulting in 

enhanced reaction efficiency. In the preheating stage, the oil 

samples were heated at a 55-60 ÁC in the aeration-assisted 

reactor, allowing immediate catalytic reaction. While doing 

this, the methanol and the CuO/CaO catalyst at three 

concentrations (1, 1.5, 2 wt%) were prepared for the synthesis 

stage. 

The synthesis began by adding a concentration of 

methanol to the oil samples at a constant methanol-oil molar 

ratio of 6:1 [8] at a flow rate of about 1.5 L/min. Then, the 

CuO/CaO catalyst, with an average particle size of 98.59 nm, 

was added to the methanol-oil mixture with a concentration of 

1, 1.5, and 2 wt%. This step was crucial, as the catalyst 

significantly enhanced the reaction rate and biodiesel yield. 

The aeration system was then turned on to assist in speeding 

up the reaction by producing a large interfacial area by 

dispersing bubbles of the gas into the liquid and creating 

more reaction sites. In doing this, it was ensured that the 

aeration (reaction) took place for numerous runs under the 

exact operating conditions provided at the matrix. Similar to 

the other parameters, the aeration was set to three different 

conditions at 2, 2.5, and 3 h, respectively, at a constant 

reaction temperature of 60ÁC [8].  

After completing this stage, the aeration system was 

turned off and all the glycerol was allowed to settle. The 

glycerol was then drained out from the reactor and once 

completely done, water was pumped into the reaction mixture 

for washing. During this stage, all the unreacted catalysts 

were washed out and recovered. Each washing process was 

carried out for 30 min and was repeated three times. After this 

process, the heater and aerator were switched off. Lastly, the 

polishing stage allows the elimination of impurities through 

the reactor drain valve. This was performed at 105 ÁC. The 

heater and aerator were switched on again for the removal of 

the remaining water and moisture. The process was then 

repeated following the conditions provided in the matrix for 

each type of WCOs. Moreover, the percentage yield of the 

biodiesel for each run was calculated using the equation:  

 

 

 

2.4. Blending of biodiesel 
Biodiesel produced from the highest-yielding run was 

mixed with petrodiesel at a volume/volume (v/v) basis to 
yield blended biodiesel. In blending, 5% of the produced 
biodiesel and 95% of the petrodiesel were placed in a 1 L 
beaker and thoroughly mixed using an agitator. The initial 
CME blend was set to 1%, according to the Biofuels Act of 
2006, and was increased to 2% in 2017. However, the 
benefits of a 5% biodiesel blend (B5) have been highlighted 
numerous times, including cleaner air, increased mileage and 
savings for vehicles, public health through clean air, and 
poverty alleviation among coconut producers. This study 
compared the PNS for B5 and pure (B100) biodiesels 
produced from selected WCOs. In addition, it examined their 
performance and efficiency in engine applications.  
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2.5. Characterization of biodiesel 

To determine the efficiency and quality of the produced 

biodiesel, its characterization was conducted using different 

analytical methods in accordance with the PNS for CME, 

along with the Department of Energy (DOE). Each necessary 

property was characterized using its corresponding PNS 

testing method. The methods include ASTM D4052, ASTM 

D445, ASTM D2709, ASTM D189, ASTM D6890, ASTM 

D5453, ASTM D6584, DOE TM 01, ASTM D86, EN 14112, 

and ASTM D93. All testing procedures were conducted at the 

DOE - Energy Research and Testing Laboratory to ensure 

adherence to established standards and protocols. 

 

2.6. Engine emission testing 

In determining the efficiency of the B100 and B5 

biodiesels, various engine emission tests and analyses were 

performed. Vehicle emissions testing determined whether or 

not a vehicle emits pollutants and how much it emits. The 

engine parameters and emission findings were examined 

using a variety of high-dynamic engine trials and analysis 

procedures in several facilities or laboratories.  

Moreover, laboratory tests for the produced B5 and B100 

biodiesels were conducted in the Technical Education and 

Skills Development Authority ï Regional Training Center 

CALABARZON located at P. Herrera St., Batangas City. The 

tests were performed to evaluate whether the B100 and B5 

emit hazardous compounds, such as aromatic hydrocarbons, 

carbon monoxide, carbon, dioxide, and oxides of nitrogen. 

Biodiesel characterization is significant to help evaluate 

quality and compliance with standards, and troubleshoot 

problems caused by biodiesel blending, trace metals, and 

other fuel quality challenges.  

 

2.7. Design of experiment 

The central composite design, consisting of two factors 

with three levels, was utilized and employed for the 

optimization of biodiesel production. This method was 

applied to reduce the number of experiments required to 

obtain the optimal conditions for maximum biodiesel yield. 

Using this design, the required and necessary number of trials 

and their conditions were determined and finalized. The 

factors considered for the optimization process for each  

WCO at constant methanol-oil molar ratio and temperature 

are: (i) catalyst concentration and (ii) reaction time (Table 1). 

The ranges of the catalyst concentration (1, 1.5, 2 wt%), and 

reaction time (2, 2.5, 3 h) applied for each WCO were based 

on the preliminary experiments and fell within the desirable 

conditions identified through the optimization studies. For 

statistical analysis, the Design-Expert software (DES) 

package was used, and the transesterification response plots 

and equation of regression were determined using analysis of 

variance (ANOVA). Moreover, the DES was utilized to 

analyze and determine the ideal conditions and parameters for 

the biodiesel production process.  

 

Table 1. Parameters for optimization of biodiesel production 

3.  Results and discussion 

The physicochemical properties of the pre-treated WCOs, 

such as palm, vegetable, and coconut oil, were determined 

and calculated. The determined properties include the density, 

viscosity, FFA content, acid value, saponification value, and 

moisture content of the WCOs (Table 2). The values were 

subjected to statistical treatment to determine significance of 

the feedstock for biodiesel production. 

 

Table 2. Physicochemical properties of pre-treated WCOs  

 

3.1. Influence of operating conditions to biodiesel production 

from WCOs 

To optimize biodiesel production, the effects of catalyst 

concentration and reaction time on biodiesel yield were 

studied. Using a central composite design (CCD), consisting 

of two factors with three levels, the biodiesel yields for the 

three WCOs were assessed under 27 experimental runs. The 

average yield for the two trials of each run was obtained and 

the effects of catalyst concentration and reaction time were 

also determined. 

Table 3 presents the biodiesel yield for each varying 

condition set. It shows the results of the biodiesel conversion 

process for each WCO. 
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Controlled parameter Unit Level 1 Level 2 Level 3 

Catalyst Concentration wt% 1 1.5 2 

Reaction Time h 2 2.5 3 

Physicochemical property Palm oil 
Vegetable 

oil 

Coconut 

oil 

Density at 25 , g/mL 0.9013 0.9004 0.9073 

Viscosity at 25 , mPaĀs 8.9703 8.2812 8.4835 

FFA Content, % 0.3873 0.6455 0.3550 

Acid Value, mg KOH/g 0.7707 1.2845 0.7065 

Saponification Value, mg KOH/g 0.5471 0.8207 0.4103 

Moisture Content, %w/w 0.0020 0.0040 0.0020 
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Coconut oil at 2% catalyst concentration and 3 h of 

reaction time achieved the highest yield (96%). This is better 

than [9], which reported a 90% yield using a similar catalyst 

but under different conditions, highlighting the originality of 

this studyôs approach. The high yields achieved in this study, 

particularly for coconut oil, are comparable to and exceed 

those reported in prior research. For instance, [10] achieved a 

97.76% yield using a NaOH catalyst under microwave-

assisted transesterification, whereas this study utilized CuO/

CaO catalysts derived from waste kuhol shells, demonstrating 

the feasibility of eco-friendly and cost-effective catalysts. 

The ANOVA results for biodiesel production from palm, 

vegetable, and coconut oils are summarized in Table 4. It 

showed p-values of 0.0003, 0.0010, and 0.0216, respectively, 

indicating that all models were statistically significant (p < 

0.05). The model for palm and vegetable oils follows a linear 

fit, while coconut oil follows a quadratic fit. For palm and 

vegetable oils, the concentration (A) and time (B) were 

significant model terms, with p-values less than 0.1000. 

Among these, catalyst concentration had the greatest 

influence, as indicated by its higher F-value and lower            

p-value. The linear model F-values were 41.49 for palm oil, 

and 26.89 for vegetable oil, both were significant, with very 

low probabilities of occurring by chance. The quadratic 

model F-value for coconut oil was 16.52, also significant, 

with a 2.16% chance of occurring due to noise.  
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Type of oil Run 
CuO/CaO 

Catalyst concentration (%) 

Reaction 

time (h) 

Trial 1 

% yield 

(v/v) 

Trial 2 

% yield 

(v/v) 

Average 

% yield 

(v/v) 

Palm 1 1 2 68.25 70.85 69.55 

  2 1.5 2 78 85.5 81.75 

  3 2 2 86.75 91.75 89.25 

  4 1 2.5 75.75 76.25 76 

  5 1.5 2.5 87 88 87.5 

  6 2 2.5 88.5 89.5 89 

  7 1 3 85.5 84.5 85 

  8 1.5 3 83.5 85 84.25 

  9 2 3 95.25 93.75 94.5 

Vegetable 10 1 2 49.5 51 50.25 

  11 1.5 2 72.15 66.85 69.5 

  12 2 2 74.65 72.45 73.55 

  13 1 2.5 62 60.5 61.25 

  14 1.5 2.5 70.45 72.65 71.55 

  15 2 2.5 75.8 83.9 79.85 

  16 1 3 68.45 70.65 69.55 

  17 1.5 3 75 77 76 

  18 2 3 80 82.5 81.25 

Coconut 19 1 2 82.75 80.5 81.625 

  20 1.5 2 85.5 85 85.25 

  21 2 2 90.5 90 90.25 

  22 1 2.5 78 75.5 76.75 

  23 1.5 2.5 86 87 86.5 

  24 2 2.5 86.75 88 87.375 

  25 1 3 85.5 86.25 85.875 

  26 1.5 3 94 91.75 92.875 

  27 2 3 97 95 96 

Table 3. Biodiesel yield from WCO at varying operating conditions 



 

  

 

51 

Magnaye et al. / IRJIEST  10(2)  2024  45 - 55 

Source 
Sum of 
squares 

df Mean square F-value p-value Remarks 

Model             

         Palm 457.53 2 228.77 41.49 0.0003 Significant 

         Vegetable 666.63 5 333.31 26.89 0.0010 Significant 

         Coconut 255.44 5 51.09 16.52 0.0216 Significant 

A-Concentration             

         Palm 405.08 1 405.08 73.47 0.0001   

         Vegetable 479.36 1 479.36 38.67 0.0008   

         Coconut 143.82 1 143.82 46.50 0.0065   

B-Time             

         Palm 52.45 1 52.45 9.51 0.0215   

         Vegetable 187.27 1 187.27 15.11 0.0081   

         Coconut 51.77 1 51.77 16.74 0.0264   

AB             

         Coconut 0.5625 1 0.5625 0.1819 0.6985   

A2             

         Coconut 7.19 1 7.19 2.32 0.2248   

B2             

         Coconut 52.11 1 52.11 16.85 0.0262   

Residual             

         Palm 33.08 6 5.51       

         Vegetable 74.38 6 12.40       

         Coconut 9.28 3 3.09       

Cor Total             

         Palm 490.61 8         

         Vegetable 741.01 8         

  26 1.5 3 94 91.75 92.875 

  27 2 3 97 95 96 

Table 4. ANOVA table for transesterification of palm, vegetable, and coconut oils 

3.2. Influence of transesterification process variables 

In this study, parameters A and B were considered for the 

evaluation of transesterification of WCOs into biodiesel using 

a CCD. A constant methanol-to-oil ratio of 6:1 and a fixed 

temperature of 65  were employed in the experiments. 

Figures 2, 3, and 4 show the relationships between 

catalyst concentration and reaction time. The plot 

demonstrates how variables A and B affect the yield in v/v%. 

The contour plots show that optimal biodiesel yields were 

obtained at 2% A and 3-h B across all oil types, with coconut 

oil yielding the highest biodiesel at 96%.  

 

 

 

Figure 2. Interaction effects of operating variables on palm 

oil.  
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Figure 3. Interaction effects of operating variables on 

vegetable oil.  

Figure 4.  Interaction effects of operating variables on 

coconut oil. 

B influences the effectiveness of the transesterification 

process. It was varied between 2 h, 2.5 h, and 3 h. Results 

show an increase in yield with increasing B. Based on the 

results gathered, the highest biodiesel yields from the WCOs 

were achieved at B = 3 h. The results are comparable to those 

of [11] and [4], which revealed a similar trend in yield while 

varying B. 

A was highly influential for the CME yield. Smaller 

particle size increases the exposure of basic active sites, 

resulting in improved catalytic activity. A high CME yield of 

96% v/v was observed at 2% A. For instance, higher A 

improved yield up to an optimal point but resulted in 

diminishing returns and side reactions when exceeded. 

Similarly, longer B enhanced conversion but plateaued, as the 

reaction reached completion. These findings align with a 

previous study [12], which emphasizes the critical role of 

controlled reaction conditions in optimizing biodiesel yield. 

Also, soap and gel may form when A increases beyond the 

optimum level, preventing ester layer separation [13].  

 

3.3. Comparative characterization of B100 and B5 

According to the standard set by the DOE, the biodiesel 

properties of CME include a density range of 0.85ï0.90 kg/L 

and a maximum kinematic viscosity of 6.0 mmĮ/s. Water 

content must not exceed 0.05% by volume, and carbon 

residue is capped at 0.30% (mol/mol). Sulfur content is 

limited to a maximum of 10 ppm, while free glycerin and 

total glycerin are restricted to 0.02% (w/w) and 0.24%                 

(w/w), respectively. FAME content must be at a minimum of 

96.5%. The distillation temperature should not exceed 360ÁC, 

oxidation stability requires a minimum of 10 h, and the flash 

point is set at a minimum of 100 ÁC. 

Table 5 shows the properties of B100 produced from the 

highest-yielding optimal conditions. It presents that the 

majority of the properties conform to the national standards, 

and the non-conforming properties possess only a small 

difference from the provided limits. The obtained data for 

density indicates that the produced B100 almost conforms to 

the allowable limits, ensuring the best air-to-fuel ratios for 

full combustion. In light of the result for kinematic viscosity, 

the data obtained conforms to the set limit at 3.01 mm2/s. The 

measured water content and carbon residue of the produced 

B100 didnôt conform to the set limits, indicating that the fuel 

is decomposing and forming carbonaceous material. 

 

Table 5. Properties of B100 compared to the PNS for CME 

The measured water content of the produced B100 didnôt 

also conform to the set limits of the national standards at 

0.162% (v/v). It is a fact that in comparison to petroleum 

diesel, biodiesel is more tolerant to moisture, indicating its 

undesirable characteristic to hold water. However, a higher 

percentage of moisture may result in issues including water 

accumulation and microbiological growth in fuel tanks and 

other transportation-related equipment, leading to corrosion 

[14]. Hence, there is a  need for significant water content 

reduction to preserve the effectiveness of the condensation 

system installed in the reactor. A machine modification 

concerning this matter is necessary [8]. 

Property Method 
Measured 

value 

DOE-PNS 

standard 

Density, kg/L ASTM 
D4052 

0.9303 0.85-0.90 

Kinematic viscosity, 
mm2/s 

ASTM 
D445 

3.01 6.0 max. 

Water content, 
% v/v 

ASTM 
E203 

0.162 0.05 max. 

Carbon residue, 
% w/w 

ASTM 
D4530 

0.54 0.3 max. 

Calculated 
cetane index 

ASTM 
D4737- 
Proc B 

21.8 - 

Sulfur content, 
ppm 

ASTM 
D7039 

3.7 10 max. 

Free glycerin, 
% w/w 

EN 14105 
modified 

0.01 0.02 max. 

Total glycerin, 
% w/w 

EN 14105 
modified 

0.1 0.24 max 

FAME content, 
% w/w 

PNS/DOE 
TM 01 

96.55 96.5 min. 

Distillation 
Temperature, ęC 

ASTM 
D86 

296.5 360 max. 

Oxidation 
stability, h 

EN 14112 21.6 10 min. 

Flash point, ęC ASTM 
D93-Proc. A 

139.0 100 min. 
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Another property that did not conform to the set limits is 

carbon residue. The obtained data on this parameter is beyond 

the 0.3 maximum value which indicates that the fuel is 

decomposing into carbonaceous material, which can clog 

diesel fuel injection nozzles and obstruct flow (Table 5) [15].  

Since no testing equipment for cetane number is available 

locally, calculated cetane indices were provided [16]. The 

sulfur content of fuels also significantly affects engine 

efficiency and emissions. Moreover, the free and total 

glycerin content of the B100 sample both conform to the 

standards, as well as the FAME content at 96.55% (w/w). 

Additionally, the productôs compliance with the distillation 

temperature allows it to have room for a higher purification 

from all the unreacted oil components, sulfur, and              

metal-catalyst content [17]. In terms of oxidation stability, the 

conformity of the B100 sample indicates that it is resistant to 

any chemical changes that might occur during the long 

storage of the biodiesel. Lastly, the obtained  high flash point 

of 139 ęC indicates the B100ôs low fire hazard when exposed 

to high-temperature heat sources [18]. 

Presented in Table 6 are the results for the available 

property testing in the produced B5. Among the 12 properties 

obtained from the produced B100, only eight of them are 

available in the blended set-up. And among these eight, only 

one, which is carbon residue, did not conform to the set 

national standards. This is primarily due to the huge amount 

of carbon content in the added commercial diesel which 

signifies a higher fuel emission compared to the produced 

B100 [19]. On the other hand, the rest of the properties 

comply with the limits which suggest that the produced B100 

can be a beneficial additive to commercially-available diesel 

fuels.  

 

Table 6. Properties of produced B5 compared to the PNS 

 

 

 

3.4. Statistical analysis of the lab test results for biodiesels 

The differences between the parameters of the generated 

B100 and the PNS for CME are presented in Table 7. All the 

null hypotheses for the properties are accepted, indicating that 

there is no significant difference in the properties of pure 

biodiesel produced from the highest-yielding run among the 

three WCOs compared to the national standards. 

 

Table 7. Differences between the properties of produced 

B100 and PNS for CME 

Table 8 presents the differences between the properties of 

the produced B5 with the PNS for CME, showing that the 

sulfur content and water content were deemed to be 

significant. Both parameters met the standards, but the 

measured values are lower than the given maximum 

standards; hence, their null hypothesis are rejected, showing a 

significant difference compared to PNS. On the other hand, it 

was determined that the properties classified as "not 

significant" clearly fall within the statistical range of values 

provided by the PNS for CME; hence, their corresponding 

null hypotheses are accepted, showing no significant 

difference in comparison with the national standards. 
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Properties Method 
Measured 
Value 

DOE-PNS 
B5 

Density, kg/L ASTM D4052 0.8472 0.82-0.86 

Kinematic 
Viscosity, 
mm2/s 

ASTM D445 3.663 2.0-4.5 

Water 
Content, % v/v 

ASTM E203 0.018 Ò 0.1 

Carbon 
Residue, 
%  w/w 

ASTM D4530 0.34 Ò 0.15 

Calculated 
Cetane Index 

ASTM 
D4737-Proc B 

53.1 Ó 50 

Sulfur Content, 
ppm 

ASTM D7039 0.0035 Ò 0.005 

Distillation 
Temperature, ęC 

ASTM D86 355.2 Ò 370 

Flash Point, ęC 
ASTM 

D93-Proc. A 
65 Ó 55 

Properties p-value 
Computed 
t-values 

Decision 
on Ho 

Verbal  
interpretation 

Density, kg/L 0.4667 0.0945 Accept Not significant 

Kinematic 
Viscosity, 
mm2/s 

0.3679 -0.3873 Accept Not significant 

Water Content, 
% v/v 

0.0748 2.2860 Accept Not significant 

Carbon 
Residue, 
% w/w 

0.4290 0.2269 Accept Not significant 

Calculated 
Cetane Index 

- - - - 

Sulfur Content, 
ppm 

0.2959 -0.6322 Accept Not significant 

Free Glycerin, 
% w/w 

0.4187 -0.2610 Accept Not significant 

Total glycerin, 
% w/w 

0.1062 2.8856 Accept Not significant 

FAME 
Content, 
% w/w 

0.4998 -0.00054 Accept Not significant 

Distillation 
Temperature, 
ęC 

0.4448 -0.1753 Accept Not significant 

Oxidation 
Stability, h 

0.2350 1.0987 Accept Not significant 

Flash Point, ęC 0.5 0 Accept Not significant 
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Table 8. Differences between the properties of produced B5 

with the PNS for CME 

3.5. Engine emission testing of the produced B100 and B5 

The efficiency of the produced B100 and B5 samples was 

analyzed using engine emission testing. Presented in Table 9 

are the results of the emission testing of produced biodiesel 

samples in comparison with a commercial diesel. 

 

Table 9. Engine emission test results for produced biodiesels 

Through the testing method, the concentrations of 

hydrocarbons (HCs) and CO2, with the latter as the major 

component of fuel atmospheric emissions were recorded. The 

results (Table 9) indicate that among the three samples, 

commercial diesel possesses the most harmful fuel emission 

that could contribute to air pollution. On the contrary B5 

showed improved emissions, with HC at 17 ppm, CO at 

1.4%, and CO at 0.03%. The lower emissions of B100 and B5 

underscore their potential for mitigating air pollution, 

specifically reducing greenhouse gas emissions. Additionally, 

B100 exhibitted the lowest emission, signifying its 

environmental compatibility for carbon emission reduction 

[20]. 

These outcomes reinforce biodieselôs environmental 

compatibility and its role in promoting cleaner energy 

alternatives. The reductions in CO and HCs are particularly 

noteworthy, as they directly contribute to improving air 

quality. Furthermore, the use of biodiesel as a fuel additive 

(B5) offers a practical approach to integrating renewable fuels 

into existing diesel engines without requiring significant 

modifications. 

The findings underscore the socio-economic and 

environmental benefits of utilizing waste materials for 

biodiesel production. By repurposing WCO and kuhol shells, 

this study contributes to reducing environmental pollution and 

dependence on fossil fuels. The use of heterogeneous 

catalysts enhances process sustainability due to their 

reusability, as evidenced by successful recycling for up to 

eight cycles with yields above 50%. 

The produced biodiesel aligns well with the PNS for 

CME, with most properties conforming except for minor 

deviations in density and moisture content. This demonstrates 

the potential of scaling up production for commercial 

viability. Moreover, the reduction in harmful emissions, such 

as hydrocarbons and carbon monoxide, further emphasizes 

the environmental advantage of biodiesel over traditional 

diesel fuels.  

 

4.  Conclusions  

This study highlights the potential of WCO as a 

sustainable feedstock for biodiesel production, with waste 

coconut oil identified as the most optimal type. Under the 

conditions of 2% CuO/CaO concentration and a 3-h reaction 

time, an impressive biodiesel yield of 96% v/v was achieved, 

demonstrating the critical impact of these parameters on 

conversion efficiency. The properties of the produced 

biodiesels, B100 and B5, largely met the PNS for CME. 

Furthermore, emission testing revealed that biodiesel derived 

from WCO significantly outperforms commercial diesel in 

reducing harmful emissions, reinforcing its environmental 

advantages. 

To enhance biodiesel production and quality, WCO 

property testing should be conducted in accredited 

laboratories for accurate characterization and initial treatment. 

Alternative cost-effective catalysts, such as mixed-metal 

oxides or calcium oxide from other sources, should be 

explored. Process improvements, including optimizing 

condensation systems and recovery methods for catalysts, can 

address water content issues and reduce material loss. 

Expanding the scope of biodiesel property testing and 

incorporating advanced performance evaluations, like 

combustion gas analysis, will ensure a more comprehensive 

assessment and align with national standards. These steps aim 

to improve efficiency, sustainability, and the broader adoption 

of WCO-derived biodiesel. 
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ABSTRACT 

State universities in developing countries, such as those in the Philippines, are rapidly evolving to meet global standards of 

higher education, with infrastructure development being a critical component of this transformation. This study focuses on the 

development of land-use and geotechnical information databases to support infrastructure-soil interaction and land-use 

assessment for new developments in state universities and colleges. Using geographic information systems and field validation, 

the research established a methodology for monitoring land-use profiles and geotechnical properties across the 11 campuses of 

Batangas State University. The creation of an interactive web-based platform serves as the studyôs key contribution, 

consolidating land-use and geotechnical data to inform decision-making, disaster preparedness, and sustainable campus 

development. Findings revealed significant variations in built environments, permeable areas, and vegetation coverage, 

emphasizing the need for tailored land-use strategies. Additionally, geotechnical data analyses highlighted the underutilization of 

soil information in infrastructure design, advocating for centralized databases to optimize campus planning. By presenting a 

replicable model for integrating geotechnical and spatial data, this study contributes to global efforts toward sustainable campus 

development and data-driven land-use planning. Future research should expand the databaseôs scope to include real-time updates 

and partnerships to enhance its scalability and long-term impact.  

 

Keywords: geospatial analysis, sustainability planning, education facilities, disaster resilience 

 

Received: June 19, 2024       Revised: September 18, 2024       Accepted: November 29, 2024  

Development of an interactive database integrating land-use and geotechnical data for 

sustainable campus infrastructure in State Universities and Colleges        

Cristina Amor M. Rosalesa*, Erwin Rafael D. Cabrala, Allen Paul C. Alcantarab, Karyl Briant O. Floresa,c,  

Antonio A. Gamboaa 
aDepartment of Civil Engineering, College of Engineering, Batangas State University the National Engineering University, 

Batangas, Philippines 
bNational University ï Lipa Campus, Lipa City Batangas 
cDepartment of Transportation and Communications (DOTC) 

development. These hazards have the potential to disrupt the 

delivery of essential goods and services, thereby hindering 

economic growth. To mitigate these risks, provinces have 

prioritized disaster preparedness, while national initiatives 

have sought to enhance vulnerability assessments. Over 

recent years, the development and accessibility of hazard 

maps related to earthquakes, landslides, storm surges, and 

flooding have improved significantly. Despite these 

advancements, further efforts are required to ensure that 

existing infrastructure is protected and economic growth 

remains uninterrupted. This necessitates a holistic approach 

that incorporates building footprints, road networks, and 

geotechnical characteristics into land-use planning and 

disaster risk reduction strategies. 

Reliable data on land use, including soil characteristics, 

embedded infrastructure, and topography, plays a critical role 

in crafting sound land-use and conservation policies. As the 

Philippine Statistics Authority (PSA) highlights, land useð

defined as the allocation, development, and management of 

landðcan help alleviate the environmental impact of 

construction activities when properly accounted for [4]. The 

study by Rogers et al. [5] further emphasizes the importance 

1. Introduction 

Natural hazards, including earthquakes, typhoons, and 

floods, present significant challenges to infrastructure 

development and economic progress worldwide. Countries 

across the globe have adopted various strategies to address 

these vulnerabilities. For instance, South Korea has 

implemented innovative flood and water stream management 

systems, Japan has advanced earthquake-resilient 

infrastructure technologies, and the Netherlands leads in flood 

mapping and adaptive water management [1-3]. These 

approaches underscore the importance of integrating disaster 

resilience into land-use planning, which is a universal 

challenge requiring tailored and innovative solutions. 

However, while these strategies provide valuable insights, 

they may not fully address the specific geotechnical and 

infrastructure challenges faced by developing nations, 

particularly in Southeast Asia. 

In the Philippines, a country highly susceptible to natural 

hazards such as earthquakes, typhoons, and storm surges, 

disaster resilience is a critical component of sustainable 
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of establishing a comprehensive database of buried and 

surface infrastructures, as well as geotechnical information, to 

support effective planning and remote condition assessment 

surveys. Unfortunately, in the Philippines, such a unified 

database does not currently exist. The documentation of land 

usage, infrastructure, and hazard conditions, particularly 

within state universities and colleges (SUCs), remains 

fragmented and uncoordinated. 

Recognizing this gap, the Philippine Commission on 

Higher Education (CHED) introduced the SUCs Land Use 

Development and Infrastructure Plan (LUDIP) Act under 

Republic Act No. 11396 [6]. This initiative mandates the 

development of land-use and infrastructure plans within the 

geographical premises of SUCs to provide the necessary 

academic and non-academic infrastructure. However, LUDIP 

primarily addresses the needs of individual SUCs and focuses 

on land-use and infrastructure planning. As of this writing, 

there is no updated public information on the progress or 

accomplishments of this initiative. 

To support CHED's efforts in implementing LUDIP, 

Batangas State University ï The National Engineering 

University launched the Infrastructure-Soil Interaction and 

Land-Usage Assessment for New Developments (ISLAND) 

project. This project aims to address the fragmented 

documentation of land usage and geotechnical data by 

creating a comprehensive database that integrates land use, 

infrastructure, and hazard-related information from various 

SUCs across the country. A critical foundational task of the 

project is the development of a detailed land-use and 

geotechnical information database. 

This study contributes to the global discourse on disaster-

resilient infrastructure by providing a replicable model for 

integrating geotechnical and land-use data in the context of 

developing nations. By adapting global best practices to local 

needs, it bridges the gap between international strategies and 

the unique challenges faced by Southeast Asian countries like 

the Philippines. Moreover, the outcomes of this study align 

with the United Nations Sustainable Development Goals 

(SDGs), particularly SDG 11: Sustainable Cities and 

Communities [7]. The creation of an interactive GIS-based 

database and its associated methodologies has the potential to 

inform broader urban planning and disaster management 

efforts not only in the Philippines but also in other developing 

countries with similar vulnerabilities. 

This work emphasizes the need for comprehensive and 

coordinated strategies to enhance disaster resilience and 

sustainable development. Through the ISLAND Project, 

Batangas State University takes a leading role in fostering 

innovation, addressing gaps in geotechnical and land-use data 

integration, and supporting the long-term resilience of 

infrastructure in the Philippines and beyond. 

The objective of this study is to develop a web-based 

interactive database of profile maps of selected SUCs based 

on its university profile, site maps, and compiled geotechnical 

properties, which can be used as an input for an infrastructure

-soil interaction and land-usage assessment for site 

development. Specifically, it aims to (1) present a land usage 

profile of selected provinces which includes building 

footprints, traffic and population density, and topography as 

of 2021 and (2) database the geotechnical properties of soil of 

selected provinces of the selected SUCs. 

Linkages with selected SUCs offering Civil Engineering 

programs was established to provide technical support in the 

identification and appropriate land use and development 

programs of their respective provinces including data 

collection, soil sampling and analysis. The expected output of 

the study is a web-based interactive database of profile maps 

of selected partner SUCs showcasing their university profile, 

campus location and site maps, and its geotechnical properties 

as an input to determine the soil-structure behavior which can 

be used as a basis for site development. 

Utilization of geographical information system (GIS) 

technology and evaluation of engineering properties can be a 

promising strategy to forecast hazard effect on built and 

natural environment. The study of El May, et. al [8] 

demonstrated the capacity of GIS mapping in presenting 

potential hazard of an urban area based on its mapped and 

overlaid geotechnical properties and provided technical 

support for urban planning and foresight extension activities. 

Zonal categorization was established in this study 

highlighting the vulnerability of the area to flooding and 

liquefaction. Similar approach was used in this study in terms 

of utilizing overlaying of maps using GIS to broaden the 

vulnerability visualization of the SUC area of soil can result 

in a more significant zonal mapping of the province.  

 

2.  Materials and methods 

 

2.1. Materials 

The following materials, tools and equipment were used in 

the study: (1) Topographic and secondary data: Maps and 

boring test results sourced from National Mapping and 

Resource Information Authority (NAMRIA), SUCs, local 

government units (LGUs), Department of Public Works and 

Highways (DPWH), and  Provincial Engineering Offices  

(PEOs); (2) Survey and fieldwork tools: GPS devices, total 

stations, and field sampling kits for geotagging and collecting 

soil samples; (3) GIS software: QGIS 3.28 Firenze (Open 

Source) was used for mapping, interactive visualization, and 

spatial analysis; (4)  Soil testing equipment: Liquid and 

plastic limit apparatus, sieve shakers, permeameters, and 

direct shear apparatus following ASTM and AASHTO 

standards (locally sourced from engineering laboratories).; 

and (5) Computing Tools: High-performance computers (Intel 

Core i7, 16GB RAM) with data storage and GIS processing 

capabilities.  

 

2.2. Methods 

This study utilized an analytical research design that 

combined experimental and observational analyses. The 

research process was divided into three distinct phases to 

facilitate the simultaneous collection and analysis of data 

from various SUCs. These phases provided a systematic 

framework to achieve the study's objectives effectively. 
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2.2.1. Identification of land usage in selected SUCs 

The first phase focused on identifying land usage within 

selected SUCs. Topographic maps were collected from 

relevant agencies, including SUCs, LGUs, and the NAMRIA. 

These maps were reviewed and strategically divided into 

manageable sections to ensure systematic analysis. 

The maps were transformed into interactive 

visualizations using QGIS 3.28 Firenze, an open-source GIS 

software. Road networks and building footprints of the 

universities were embedded into the GIS platform. Data on 

traffic and population density within the municipalities where 

the SUCs are located were also collected from government 

agencies, such as the PSA and LGU records. The collected 

data were integrated into the GIS system to identify 

population density (population/km2). Density thresholds were 

calculated using population per square kilometer and 

categorized into low-, medium-, and high-density areas within 

the GIS framework. 

 

2.2.2. Characterization of soil properties 

The second phase involved characterizing the 

geotechnical properties of the soil. Two types of data were 

used: (1) Existing boring test results were obtained from SUC 

project management offices, LGUs, DPWH, and PEOs 

(secondary data). (2) Soil sampling and boring tests were 

conducted at specific SUC sites. The availability of 

equipment and laboratory capacities within the universities 

determined the choice of testing locations (primary data). 

The laboratory analysis included soil classification, 

gradation, Atterberg limits, unit weight, and permeability 

testing. Boring test data provided information on water table 

depth, soil stratification, Standard Penetration Test (SPT) 

values, and bearing capacity. Additionally, undisturbed soil 

samples obtained from boring tests underwent laboratory tests 

to determine shear strength parameters. All tests followed 

ASTM and AASHTO standards and specifications for soil 

testing, with no significant deviations required for local 

conditions. 

The geotechnical properties derived from these tests were 

integrated into the GIS database, contributing to land-use 

planning and infrastructure resilience assessments. For 

example, areas with low bearing capacity were flagged as 

unsuitable for heavy infrastructure, guiding future 

development plans and hazard mitigation strategies. 

 

2.2.3. Development of integrated database 

The final phase entailed the creation of a centralized 

database containing all collected data, including land usage, 

infrastructure footprints, traffic density, population data, and 

geotechnical properties. The database served as a resource for 

assessing the suitability of land for various developments and 

identifying areas at risk from natural hazards such as 

flooding, landslides, or soil liquefaction. 

 

2.2.4. Quality and reliability of data 

Secondary data underwent rigorous quality assessment, 

including cross-referencing with updated records from LGUs 

and validating against standards prescribed by DPWH. For 

primary data, strict adherence to testing protocols ensured 

consistency and reliability.  

 

3. Results and discussion 
Initiatives were done and series of discussions with 

partner SUCs resulted in parallel execution of the study with 

the aim of establishing singular website database showcasing 

progress and land use and built environment information of 

selected SUCs. The study enjoined seven state universities all 

over the country with expectations of active participation on 

data collection and idea exchange. To demonstrate the 

resulting output, the study focused on Batangas State 

Universityôs 11 campuses. 

 

3.1. Land usage profile 

Maps for the 11 BatStateU campuses were obtained using 

OpenStreetMap, which served as the base layer in the QGIS 

file. OpenStreetMap was selected for its accessibility and 

flexibility, although its community-driven nature introduces 

potential variability in precision. Digitized and georeferenced 

site development plans of each campus were carefully aligned 

to create comprehensive virtual maps. QGIS enabled the 

integration of key features, including building footprints and 

lot areas, layered over the virtual map. Ground validation 

further enhanced the accuracy of features, such as permeable 

areas, drainage systems, land-use profiles, and concrete 

infrastructure. 

Figure 1 presents the digitized map of the Alangilan 

Campus, highlighting building footprints and permeable 

areas. Specific features and dimensions were validated to 

ensure the accuracy of building locations and sizes. This 

methodology, applied consistently across campuses, 

underscores the studyôs scientific rigor in geospatial analysis. 

Nevertheless, future studies may explore advanced 

georeferencing techniques to further enhance precision. 

Figure 1. Digitized virtual map with building footprint and 

permeable area of BatStateU Alangilan Campus 

 

3.1.1. Land-use data of the university 

The building demography of the campuses reveals that 

Batangas State University-ARASOF Nasugbu has the 

most number buildings (30), while Batangas State University-

Mabini has the least (3). This indicates that ARASOF 

Nasugbu is the most developed campus in terms of built 

structures and facilities. Compared to other SUCs or 
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international universities, this variation highlights diverse 

land-use planning strategies. 

Building classifications follow the International Building 

Code, which identifies five occupancy categories. Across the 

11 BatStateU campuses, 24 buildings are categorized as 

Category I (essential facilities), one as Category II (hazardous 

facilities), 80 as Category III (special occupancy), and 32 as 

Category IV (standard occupancy structures). These 

classifications reflect adherence to functional and safety 

standards, though the limited presence of hazardous facilities 

may constrain certain research activities. 

The tallest building among the campuses is the 

CALABARZON Integrated Research and Training Center at 

BatStateU Pablo Borbon, standing at seven  floors and 

26.14 m. The smallest building, Pump House II at BatStateU 

Lipa, measures 2.45 m in height. The largest building 

footprint belongs to the College of Accountancy, Business 

Economics, and International Hospitality Management at 

BatStateU Pablo Borbon, spanning 2,674.68 m2. In contrast, 

the Guard Office at BatStateU-JPLPC Malvar occupies the 

smallest footprint of 4.42 m2. These variations provide 

insights into infrastructure development priorities, especially 

in accommodating larger student populations or specialized 

functions. 

Architecturally, several buildings require maintenance 

due to aging conditions, such as chipped paint, termite-

damaged doors and windows, and corroded handrails. Fire 

safety concerns include insufficient firefighting equipment, 

such as fire extinguishers and sprinklers, as required by 

Section 709 of R.A. No. 6541 [9]. Electrical assessments 

highlight the absence of emergency lighting and outdated 

fixtures in some buildings, emphasizing the need for 

compliance with the Philippine Electrical Code [10]. On a 

positive note, ventilation systems were generally functional, 

and sanitation facilities were adequately maintained. 

 

3.1.2. Spatial features of each campus 

The Batangas State University Pablo Borbon campus has 

the highest built-environment coverage, accounting for 

88.46% of its total land area. In contrast, Mabini Campus 

exhibits the lowest built-environment coverage at 0.34%. This 

significant variation underscores the need for tailored 

infrastructure planning across campuses. 

In terms of permeable surfaces, Mabini Campus has the 

largest percentage (99.66%), while Pablo Borbon Campus has 

the least (7.16%). These findings emphasize opportunities for 

biodiversity conservation and water management at Mabini 

Campus, while Pablo Borbon may require green infrastructure 

interventions to address urban heat and stormwater 

challenges. 

The Rosario Campus has the highest vegetation coverage 

(27.11%), supporting biodiversity and carbon sequestration. 

Conversely, San Juan Campus has the least vegetation 

(0.67%), presenting opportunities for landscape enhancement. 

Accessibility assessments reveal that the longest route 

between campuses is from ARASOF-Nasugbu to San Juan, 

spanning 113 km and approximately 2 h and 20 min. 

Proximity to essential facilities varies, with BatStateU 

Lemery being closest to its municipal hall (0.35 km) and 

BatStateU JPLPC-Malvar nearest to a fire station (0.12 km). 

These insights are crucial for emergency preparedness and 

campus planning. 

 

3.2. Geotechnical properties 

Geotechnical data for selected buildings were sourced 

from the BatStateU Project Management Office and 

organized in a Google Sheet as presented in Figure 2. It 

shows data on borehole locations, sample depths, soil 

properties, classifications (based on the Unified Soil 

Classification System [USCS]), and soil bearing capacities. 

The analysis revealed significant variations in soil types, 

influencing structural integrity and future development plans. 

For instance, areas with low soil bearing capacities may 

necessitate reinforced foundations, impacting construction 

costs. 

Figure 2. Sample geotechnical dataset of Batangas State 

University 

 

To validate the secondary data, soil samples were 

collected using shallow excavation methods and tested in the 

laboratory. These tests included specific gravity, Atterberg 

limits, particle size distribution, optimum moisture content, 

field density, and permeability, all conducted in accordance 

with ASTM Standards [11]. The results, presented in 

geotechnical reports (Figures 3 and 4), highlight compliance 

with engineering standards and provide a basis for 

infrastructure planning.  

Figure 3. Sample geotechnical report for soil particle size 

distribution. 
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